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Abstract 

The cross-cultural fairness of forensic risk assessment instruments has received recent 

scrutiny due to differences in performance in the literature among cultural majorities and 

cultural minorities (e.g., African Americans and Indigenous populations of Australia and 

North America). Definitions of fairness (e.g., error rate balance, calibration, predictive parity, 

and statistical parity) that can impact a risk assessment instrument’s overall utility are less 

often discussed. The limited literature exploring fairness definitions often notes significant 

cross-cultural disparities (i.e., differences between cultures in the outcomes of a risk 

assessment instrument that could adversely impact certain cultural groups). However, a clear 

way forward for how to reduce such cross-cultural disparities has yet to be established.  

To address these gaps in the literature, this research aimed to i) explore the level of 

fairness of the Level of Service/Risk Need Responsivity (LS/RNR) instrument for male 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders from 

Victoria, Australia (N = 380) and ii) increase fairness through statistical learning methods 

without significantly impacting on the instrument’s ability to discriminate individuals who 

engage in recidivism from individuals who do not. The discrimination of the risk assessment 

instrument was explored using the area under the curve (AUC) and cross area under the curve 

(xAUC). Minor differences in discrimination between groups were found when utilising the 

traditional AUC. However, notable differences were identified when utilising the xAUC. 

Specifically, the LS/RNR was unable to effectively discriminate Aboriginal and Torres Strait 

Islander non-recidivists from non-Aboriginal and Torres Strait Islander recidivists. Disparities 

were also identified for fairness definitions, including error rate balance and statistical parity, 

with Aboriginal and Torres Strait Islanders consistently having a higher false positive rate and 

scoring significantly higher on the LS/RNR. 
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A variety of statistical learning techniques were then used to assess if they could 

improve the discrimination of the LS/RNR. Transformations were also used, including pre and 

post-processing modifications, to attempt to increase fairness. A number of statistical learning 

methods were found to increase the discrimination of the LS/RNR. Pre-processing approaches 

were found to lead to notable reductions in xAUC, false positive rates, and statistical parity 

discrepancies between groups. Last, as some of these approaches resulted in algorithms that 

were not easily interpretable, the importance of predictors was ascertained through Shapley 

values. Specifically, items relating to criminal history, current drug use, and current 

unemployment were found to be important predictors of future recidivism.  

This research has established that the LS/RNR appears to violate several definitions of 

fairness across Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islander males from Australia. Further, the use of novel statistical learning methods and 

various processing approaches were shown to demonstrate utility in ameliorating the violated 

fairness definitions.  
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Chapter One: Introduction to the Thesis 

1.1 Background 

Forensic risk assessment instruments are commonly employed in numerous countries 

with diverse populations to assess an individual’s risk of recidivism (i.e., higher NPV; Yang et 

al., 2010). Forensic risk assessment originally relied upon clinical judgement (Grove & Meehl, 

1996; Singh, 2012). However, they have since been replaced with more structured and reliable 

assessments that offer a higher level of predictive validity (i.e., accurately labelling someone 

as high risk who goes on to engage in recidivism; Grove & Meehl, 1996; Grove et al., 2000; 

Hart, 1998; Monahan, 1981). Risk assessment instruments can be classified as either actuarial 

risk assessments—those using a formulaic and algorithmic approach to calculate risk from 

empirical indicators of risk (Doyle & Dolan, 2002; Quinsey et al., 2006); or structured 

professional judgements (SPJ)—those that utilise a set of guidelines to aid the clinician in 

arriving at estimates of risk (Douglas et al., 1999; Hart et al., 2017; Webster et al., 1997). Both 

forms of forensic risk assessment instruments are utilised within criminal justice systems to 

inform bail and sentencing decisions as well as rehabilitation and interventions (Goel et al., 

2018; Gutierrez et al., 2016; Monahan & Skeem, 2016; Schaefer & Hughes, 2019).  

The utility of a risk assessment instrument is often assessed through discrimination 

indices, such as the area under the curve (AUC), that measure an instrument’s ability to 

discriminate individuals who go on to engage in recidivism from those who do not. Risk 

assessment instruments are often found to have moderate levels of discrimination (Fazel et al., 

2012; Singh et al., 2013), which is often comparable across differing cultural groups (e.g., 

Skeem & Lowenkamp, 2016; Wormith et al., 2015). However, comparable levels of 

discrimination are not the only way to assess fairness and do not imply that an instrument is 

cross-culturally fair. The cross-cultural fairness of risk assessment instruments has been an 
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ongoing area of contention in both the academic literature and within the criminal justice 

system. Specifically, the notion of statistical fairness has become an emerging topic of interest 

(e.g., Berk & Elzarka, 2020; Berk et al., 2018; Chouldechova, 2017; Corbett-Davies et al., 

2017; Goel et al., 2018; Mayson, 2019), with several relevant definitions of statistical fairness 

(e.g., error rate balance, calibration, predictive parity, and statistical parity) having been shown 

to demonstrate notable cross-cultural differences. 

1.1.1 Defining Fairness 

Various disciplines, including computer science and statistics, have provided a more 

complex understanding of what constitutes fairness (Verma & Rubin, 2018). This section 

details common definitions of fairness in relation to forensic risk assessment. This thesis will 

take a specific focus on forms of fairness that are related to the prediction of recidivism based 

on a risk assessment instrument’s score.  

1.1.1.1 Error Rate Balance. Error rate balance is satisfied when false positive rates 

and false negative rates are equal across groups (Chouldechova, 2017). The false positive rate 

is the proportion of non-recidivists who are classified as high risk and/or predicted to engage 

in recidivism. The false negative rate is the proportion of recidivists who are classified as low 

risk and/or predicted to not engage in recidivism.  

1.1.1.2 Calibration. Calibration among groups is satisfied when the same risk score or 

classification on a risk assessment instrument reflects the same likelihood of recidivism 

(Chouldechova, 2017; Corbett-Davies & Goel, 2018; Verma & Rubin, 2018). Calibration can 

be understood in various ways. For example, it can involve comparing observed recidivism 

rates against expected recidivism rates or comparing regression equations across groups. 

Calibration is, therefore, satisfied when groups have similar observed recidivism rates in 

comparison to expected recidivism rates or regression equations that demonstrate that the 
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relationship between recidivism and a risk assessment instrument’s score is comparable across 

groups.  

1.1.1.3 Predictive Parity. Predictive parity is satisfied when positive predictive values 

and negative predictive values are equal across groups (Berk et al., 2018; Chouldechova, 2017). 

The positive predictive value is the proportion of those classified as high risk who engage in 

recidivism. The negative predictive value is the proportion of those classified as low risk who 

do not engage in recidivism.  

1.1.1.4 Statistical Parity. Lastly, statistical parity is concerned with the proportion of 

risk classifications (e.g., low, medium, and high risk) and risk score distributions being equal 

among groups (Berk et al., 2018; Chouldechova, 2017; Corbett-Davies et al., 2017; Huq, 2019).  

1.1.2 Research Problem 

Cultural minorities from CANZUS nations (i.e., Canada, Australia, New Zealand, and 

the USA) are already found to experience ongoing disadvantages throughout their dealings 

with the criminal justice system, including higher arrest rates, a higher chance of being denied 

parole, and an over-representation in prison (Australian Bureau of Statistics, 2018a; Day, 2003; 

Dragomir & Tadros, 2020; Hart, 2016; Martel et al., 2011; Morrison, 2009; Shepherd, Adams, 

et al., 2014). The consequences that can result from unfair risk assessment instruments (i.e., 

risk assessment instruments not meeting fairness definitions) can further this disadvantage, 

having both direct legal and medical implications (Hart, 2016; Shepherd, 2018). For example, 

if bail and sentencing decisions are made on risk classifications that do not reflect an 

individual’s level of risk, personal liberty or public safety can be affected (Hart, 2016). 

Individuals' access to appropriate treatment and management plans may also be limited 

(Shepherd, 2018).  
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This concern has also been raised in a Canadian federal court in which the use of 

actuarial risk assessment instruments on Indigenous individuals was challenged (Ewert v. 

Canada, 2018; Hart, 2016). The case of Ewert v. Canada (2015) heard that particular risk 

assessment instruments used to assess Indigenous individuals are potentially unreliable due to 

them being culturally unfair. It was specified that actuarial instruments are vulnerable to test 

bias that is “built-in” due to the fixed nature of risk factors that are weighted and scored by a 

formula or algorithm (Hart, 2016). This was also noted in 2014 by Eric Holder, the former 

attorney-general of the United States of America, where he stated that the use of actuarial or 

data-driven statistical assessments could lead to the over-criminalisation of already 

disadvantaged individuals (The United States Department of Justice, 2014). For example, 

cultural minorities are found to present with a higher number of risk factors in risk assessment 

instruments (e.g., unemployment, lower levels of income and substance abuse) which can be 

attributed to the social and economic disadvantage that they already experience (Day et al., 

2018; Douglas et al., 2017; Hannah-Moffat, 2013; Hannah-Moffat & Maurutto, 2010; 

Harcourt, 2007; Homel et al., 1999; Jones & Day, 2011; Shepherd, Adams, et al., 2014; Wilson 

& Gutierrez, 2014).  

The introduction of the software-based, statistical risk assessment instrument, 

the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS), has 

also fuelled debate. Although the publishers and other research have shown support for 

COMPAS and its utility (Dieterich et al., 2016; Flores et al., 2016), it has also been scrutinised 

due to the limited information surrounding the inner workings of the 137 features used to 

predict recidivism (Kehl et al., 2017; Wisser, 2019). This was further conveyed by ProPublica, 

an independent and non-profit newsroom, which published an investigative report and 

discussed COMPAS as an instrument that was unfair for African American individuals 

(Angwin et al., 2016). ProPublica specifically noted that African Americans were almost twice 
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as likely to be labelled as high risk and not go on to engage in recidivism, whereas White 

individuals were almost twice as likely to be labelled as low risk and engage in recidivism 

(Angwin et al., 2016; Larson et al., 2016). This report was subject to significant criticism due 

to methodological and conceptual flaws, however; further research into the use of COMPAS 

still identified disparities between African American and White individuals on false positives 

and false negatives (Flores et al., 2016). 

Furthermore, there is a scarcity of literature reporting on cross-cultural fairness, 

specifically the varied definitions of statistical fairness, nor a clear consensus on how to 

increase cross-cultural fairness. Varying proposed solutions have been periodically made to 

increase fairness, with these seldom trialled or successful. Most often these recommendations 

have included the development of new culturally appropriate risk assessment instruments 

(Dawson, 1999; Day et al., 2018; Hart, 2016; Shepherd, Adams, et al., 2014), the alteration of 

existing assessments (Shepherd, 2018; Shepherd & Anthony, 2018; Shepherd & Lewis-

Fernandez, 2016), further clinical training  (Hart, 2016; Olver et al., 2014; Shepherd & Lewis-

Fernandez, 2016), and a variety of statistical approaches including differential item functioning 

(Hart, 2016), factorial structures and latent constructs (Hart, 2016; Shepherd & Lewis-

Fernandez, 2016), altering approaches to scoring (Skeem & Lowenkamp, 2016; Thompson & 

McGrath, 2012) and the use of culture as an indicator to increase accuracy (Berk, 2009; Berk 

et al., 2018; Douglas et al., 2017) and/or fairness (Kleinberg et al., 2018; Skeem & 

Lowenkamp, 2020).  

Recently, disciplines such as data science, statistics, and criminology have been 

exploring novel statistical learning methods (i.e., machine learning) in an attempt to increase 

fairness (Berk et al., 2018; Chouldechova & G'Sell, 2017; Chouldechova & Roth, 2018; 

Corbett-Davies et al., 2017; Wadsworth et al., 2018). This approach involves different 

techniques that alter the algorithm at varying levels of the algorithm construction process (e.g., 
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Berk et al., 2018; Hajian & Domingo-Ferrer, 2013; Hardt et al., 2016; Zhang et al., 2018) and 

has demonstrated initial promising results (e.g., Wadsworth et al., 2018), which warrants its 

use in the discipline of forensic psychology. 

1.2 Thesis Aims and Research Questions 

The objective of this suite of studies is to contribute further to the debate around cross-

cultural fairness in forensic risk assessment instruments. The current literature, although 

expanding, is still relatively sparse, with limited research exploring the various notions of what 

constitutes statistical fairness and how these can be applied to risk assessment instruments. In 

Australia specifically, there is a paucity of research observing the cross-cultural fairness of 

forensic risk assessment instruments, especially among adult offenders and Aboriginal and 

Torres Strait Islanders. Further, there is a lack of research discussing and exploring issues that 

arise when trying to satisfy multiple notions of fairness due to the inherent trade-offs that exist 

among various types of fairness (Berk, 2019; Berk et al., 2018; Chouldechova, 2017; Corbett-

Davies et al., 2017; Eckhouse et al., 2018; Huq, 2019; Kleinberg et al., 2016). This also extends 

to trying to achieve both fairness and optimising accuracy and/or the discrimination of the 

instrument.  

Beyond the lack of exploration around fairness with respect to risk assessment 

instruments, there is also no clear path forward on how to address any fairness discrepancies. 

Although there is a body of literature detailing potential causes of these discrepancies and ways 

to account for them (Day et al., 2018; Douglas et al., 2017; Hannah-Moffat, 2013; Hannah-

Moffat & Maurutto, 2010; Harcourt, 2007; Homel et al., 1999; Jones & Day, 2011; Schmidt et 

al., 2020; Shepherd, Adams, et al., 2014; Wilson & Gutierrez, 2014), solutions are rarely, if 

ever, trailed nor demonstrated to succeed.  
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Therefore, this thesis has two overarching aims: i) to establish the levels of fairness of 

the risk assessment instrument, the Level of Service/Risk Needs Responsivity (LS/RNR), 

between male Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders from Victoria, Australia; and ii) to increase the fairness of the LS/RNR by utilising 

novel statistical approaches while still maintaining the discrimination and utility of the 

instrument. In achieving these aims, this thesis will explore fairness in greater detail, adding to 

the limited research that has investigated notions of fairness in risk assessment instruments 

beyond discrimination indices (e.g., the AUC). It will also demonstrate the usefulness and 

limitations of certain techniques (e.g., statistical learning approaches for forecasting) in 

reducing disparity among differing notions of fairness. Furthermore, it will explore the inherent 

trade-offs between differing fairness types, between fairness and maximising accuracy and/or 

discrimination, and between the performance of approaches such as statistical learning methods 

and the reduced transparency of these approaches. This study will also be able to inform 

interested stakeholders (e.g., Corrections Victoria) of the level of fairness present in the use of 

the LS/RNR with male Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders from Victoria, as well as the potentially usefulness of statistical learning 

methods in increasing fairness. 

The current project addressed the following research questions in order to achieve the 

research aims. 

1.2.1 Research Question One 

The first research question explores to what degree Aboriginal and Torres Strait 

Islander and non-Aboriginal and Torres Strait Islander males differ on the actuarial risk 

instrument, the LS/RNR, in terms of discrimination. This thesis addresses this question through 

Empirical Study One (Chapter Four). 
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1.2.2 Research Question Two 

The second research question is to address the sparsity of research exploring statistical 

definitions of fairness cross-culturally, especially across Australian adult individuals. 

Specifically, this research question will assess the cross-cultural fairness of the LS/RNR in 

terms of error rate balance, calibration, predictive parity, and statistical parity between male 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders from 

Victoria, Australia. This thesis addresses this question through Empirical Study One (Chapter 

Four). 

1.2.3 Research Question Three 

The third research question will assess if statistical learning methods can improve the 

discrimination of the LS/RNR overall and for both Aboriginal and Torres Strait Islanders as 

well as non-Aboriginal and Torres Strait Islanders. This research question is addressed in this 

thesis through Empirical Study Two (Chapter Five). 

1.2.4 Research Question Four 

The fourth research question will assess if statistical learning methods using differing 

processing approaches can increase forms of fairness (error rate balance, calibration, predictive 

parity, and statistical parity) while still maintaining appropriate levels of discrimination. This 

research question will also explore the trade-offs that are inherent to statistical forms of 

fairness, with the aim of achieving the best trade-off across varying forms of fairness and 

between fairness and discrimination possible. This is addressed in Empirical Study Two 

(Chapter Five) of this thesis. 

 

 



9 
 

1.2.5. Research Questions Five 

Statistical learning methods have received criticism due to certain approaches resulting 

in uninterpretable algorithms. These algorithms may not specify how exactly predictors are 

being utilised and the impact they have on the predicted outcome and have therefore resulted 

in scepticism among certain proponents (Brennan & Oliver, 2013; Kehl et al., 2017; Wisser, 

2019; Zeng et al., 2017). However, there are statistical approaches that can be employed post 

hoc that enable an analysis of the algorithm to gain an understanding of the importance of 

individual predictors to the predicted outcome. Therefore, the final research question will 

assess if these statistical learning methods can have their interpretability increased so that the 

impact of individual predictors can be understood. This research question is addressed in the 

thesis through Empirical Study Three (Chapter Six).  

1.3 Overview of Thesis Structure 

This thesis in total comprises seven chapters and four main parts: i) a literature review; 

ii) an extended general methodology; iii) empirical research studies; and iv) an integrated 

discussion. The following sections detail the four main parts of the thesis and what they 

incorporate. Within these sections, different cultures (i.e., racial groups) may be referred to in 

varying ways (e.g., Aboriginal and Torres Strait Islanders, First Nations or Indigenous, Black, 

or African American, etc.) when discussing existing literature in order to reflect the term that 

was used by the original authors of each study and/or to maintain consistency within a specific 

chapter. Terms (i.e., culture vs race) and language (i.e., Australian English vs American 

English) may also vary within chapters due to being published or submitted to a non-Australian 

journal.  
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1.3.1 Literature Review  

Chapter Two of this thesis incorporates a wide-ranging and comprehensive literature 

review that has been published in Psychology, Crime & Law. This review encompasses a 

variety of literature and outlines various definitions of fairness that have previously been 

delineated in disciplines including computer science, criminology, and statistics. It explores 

how these fairness definitions can be applied to the forensic risk assessment literature, as well 

as highlighting a number of considerations regarding cross-cultural fairness, such as how 

numerous definitions of fairness are unable to be simultaneously achieved. Further, it reviews 

the forensic risk assessment literature, utilising the statistical definitions of fairness mentioned 

above, to determine the level of cross-cultural fairness currently evident. This literature review 

also critiques the commonly proposed suggestion for increasing fairness across groups, with 

future directions for achieving culturally fair forensic risk assessment instruments discussed.  

1.3.2 Extended General Methodology 

Chapter Three of this thesis incorporates an extended general methodology to detail the 

research methodology utilised within the empirical studies. It includes a description of the data, 

how the data was sourced, and information about the sample used in the present thesis. This 

chapter also comprises a detailed description of the data analytic approach utilised for all 

empirical studies. Ethical considerations and ethics approvals for the current thesis are also 

included.  

1.3.3. Empirical Studies 

Chapter Four of this thesis is the first empirical study that has been published in Law 

and Human Behavior and focuses on research questions one and two. This chapter focuses on 

the discrimination and cross-cultural fairness of the LS/RNR within a Victorian sample of adult 

male Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 
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previously convicted of a serious violent offence. The discrimination of the LS/RNR was 

compared across cultures. Further, multiple definitions of fairness (error rate balance, 

calibration, predictive parity, and statistical parity) were computed for both Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders and compared as a way 

to assess the cross-cultural fairness of the LS/RNR.  

Chapter Five of this thesis is the second empirical study that focuses on research 

questions three and four. Using statistical learning methods, this empirical study explores the 

use of this methodological approach in increasing the discrimination of the LS/RNR overall 

and for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders using the LS/RNR items as predictors. Specifically, the use of logistic regression, 

penalised logistic regression, random forests, stochastic gradient boosting, and support vector 

machines were employed and compared to assess the impact that statistical learning methods 

can have on the discrimination of the LS/RNR. Further, this study attempts to increase the 

fairness (error rate balance, calibration, predictive parity, and statistical parity) between 

Aboriginal and Torres Strait Islander and non-Aboriginal and Torres Strait Islander individuals 

on the LS/RNR and measures the impact of increased fairness on the instruments’ 

discrimination. The algorithms were altered throughout different steps of the construction of 

the algorithm (pre and post-processing) to attempt to increase fairness across Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. The trade-offs among 

different types of fairness and between fairness and discrimination are also explored.  

Chapter Six presents the third and final empirical study that addresses the fifth research 

question. Notable statistical learning algorithms that aid in increasing discrimination and/or 

fairness are explored post hoc to increase the algorithms’ interpretability. As certain algorithms 

and transformations to algorithms can lead to a lack of interpretability, Shapley values were 

calculated for the individual variables used as predictors (i.e., LS/RNR items) in the algorithms 
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in order to gain an understanding of their importance in the overall prediction. Specifically, 

Shapley values were computed for each individual in the study, and then the mean absolute 

average Shapley value was reported to understand the importance of that predictor for 

predicting recidivism in this sample and also specifically for Aboriginal and Torres Strait 

Islanders as well as non-Aboriginal and Torres Strait Islanders.  

1.3.4 Integrated Discussion 

Chapter Seven incorporates an integrated discussion around the literature review and 

results from all empirical studies. It discusses the findings in relation to the broad research aims 

and specific research questions. It further highlights existing limitations within this thesis and 

specifies the implications of the findings and future directions for this research area.  
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Chapter Two: Literature Review 

2.1 Introduction 

This chapter presents a literature review incorporating literature from varying 

disciplines to provide statistical definitions of fairness that can be utilised to assess the cross-

cultural fairness of a forensic risk assessment instrument. As highlighted in Chapter One, there 

is limited research reporting on statistical definitions of fairness in forensic risk assessment 

instruments across cultural groups. Although a number of independent studies have reported 

on certain fairness definitions (primarily statistical parity and discrimination as AUC values) 

when validating a risk assessment instrument, a consensus has yet to be reached about the 

prevalence and severity of unfairness among cultural groups. Further, although researchers 

have periodically suggested a myriad of ways to increase certain statistical definitions of 

fairness, these suggestions have rarely been tested to demonstrate their utility. This review, 

therefore, aimed to establish the levels of cross-cultural fairness by drawing upon literature and 

reporting the disparities between cultural groups on the fairness definitions discussed in 

Chapter One. Further, it also aimed to review the proposed solutions for increasing fairness, 

highlighting significant limitations in their efficacy. Last, future directions to aid in the pursuit 

of a cross-culturally fair forensic risk instrument are discussed.  

The literature review in this chapter, titled “Cross-Cultural Fairness in Forensic Risk 

Instruments: A Review of the Literature”, is the authors’ original manuscript of an article 

published by Taylor & Francis Group in Psychology, Crime & Law on August 27, 2021, 

available online: https://doi.org/10.1080/1068316X.2021.1972108. Psychology, Crime & Law 

is a peer-reviewed journal that focuses on the application of psychological methods to crime, 

criminal behaviour, and the law. Some of the language in the published version of this article 

has been altered to better reflect the language used internationally. Specifically, “culture” was 

https://protect-au.mimecast.com/s/8VBeCxnMOnFyLPyJc8jcOi?domain=doi.org
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referred to as “race” within the published version of the article to avoid confusion among 

international readers. The Author Indication Form that details the contribution of each author 

to this manuscript is included in Appendix A.  

The citation for the published version of this article is as follows: 

Ashford, L.J., Spivak, B.L., & Shepherd, S.M. (2021). Racial fairness in violence risk 

instruments: A review of the literature. Psychology, Crime & Law. doi: 

10.1080/1068316X.2021.1972108 
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Abstract 

Forensic risk assessment instruments are used in numerous countries to estimate an individual’s 

likelihood of recidivism. The cross-cultural fairness of forensic risk assessment instruments 

has received increasing attention due to ostensible risk assessment differences among Anglo 

populations and cultural minorities (e.g., African Americans and Indigenous populations). 

Fairness, which has numerous definitions (sensitivity fairness, error rate balance, calibration, 

predictive parity, statistical parity), can affect a risk assessment’s utility in varying ways. This 

literature review explored how notions of fairness are discussed in the risk assessment 

literature, with a specific focus on cross-cultural fairness. It also examined and critiqued the 

varying proposed resolutions to increase fairness. Many of these forms of fairness were found 

to be rarely satisfied in the literature. Further, the complications in achieving multiple forms of 

fairness simultaneously and the challenges of optimising both fairness and accuracy are 

discussed. Last, proposed solutions to increase cross-cultural fairness were often found to 

encompass significant limitations. Future directions for cross-cultural fairness in risk 

assessment are discussed, with a focus on exploring the trade-offs among varying fairness 

definitions and between fairness and accuracy.  

Keywords: cross-cultural risk assessment; fairness; forensic risk assessment; forensic 

psychology 
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Forensic Risk Assessment Instruments 

Forensic risk assessment instruments assess an individual’s risk of recidivism (Yang et 

al., 2010). They also inform offender management and treatment plans, as well as decisions 

around parole and sentencing (Gutierrez et al., 2016; Monahan & Skeem, 2016; Schaefer & 

Hughes, 2019). Assessing recidivism historically relied upon unstructured clinical judgement 

(i.e., informal decisions based on clinical experience, theory, and instinct) to assess an 

individual’s level of risk (Grove & Meehl, 1996; Singh, 2012; Westen & Weinberger, 2004). 

However, unstructured judgements of risk were found to be unreliable, arbitrary, lacking in 

transparency, and inaccurate. They were also outperformed by assessments that were 

mechanical, formulaic, and/or relied on statistical algorithms (Grove & Meehl, 1996; Grove et 

al., 2000; Hart, 1998; Monahan, 1981). Accordingly, the late twentieth century saw an 

increased focus on developing assessments that were structured, transparent, and evidence-

informed (Bonta, 1996; Hurducas et al., 2014; Singh, 2012).  

Risk assessment instruments that rely on mechanical and formulaic processes are 

commonly referred to as “actuarial risk assessment instruments”. These instruments are scored 

by a formula or statistical algorithm that combines the numerical values assigned to factors 

found to be empirically related to offending (Doyle & Dolan, 2002; Quinsey et al., 2006). The 

score obtained from an actuarial assessment can be used as a probabilistic estimate of 

recidivism or further categorised into varying levels (e.g., low, medium, and high) of risk 

(Doyle & Dolan, 2002; Singh, 2012). However, this type of instrument has been criticised for 

its rigid structure and nomothetic approach, which may ignore case-specific information 

(Doyle & Dolan, 2002; Rettenberger et al., 2011). This led to the development of structured 

professional judgement (SPJ) instruments which allow the clinician to determine an 

individual’s level of risk after considering a set of evidence-based risk factors (Douglas et al., 

1999; Hart et al., 2017; Webster et al., 1997). Both actuarial and SPJ assessments have been 
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found to yield similar predictive accuracy estimates (Fazel et al., 2012; Singh et al., 2011). 

However, they have been criticised for their potential to be unfair towards different minority 

groups (Hannah-Moffat, 2013; Hannah-Moffat & Maurutto, 2010; van Eijk, 2017).  

Fairness (i.e., the equal treatment across groups) in forensic risk assessment has been a 

recent topic of contention in the scientific literature and its consequences for minority 

individuals, especially cultural minorities (e.g., Day et al., 2018; Ewert v. Canada, 2018; Hart, 

2016; Shepherd & Lewis-Fernandez, 2016). These concerns have also been raised by those in 

high office (i.e., Eric Holder, the former Attorney General of the United States; The United 

States Department of Justice, 2014) and in journalistic investigations (Angwin et al., 2016) 

where it was proffered that risk assessment instruments (notably actuarial instruments) are 

disadvantaging already vulnerable populations such as cultural minority groups. These recent 

occurrences warrant a deeper exploration into the concepts of fairness in risk assessment across 

cultural groups. Some cultural minority populations are already reported to experience 

differential contact and treatment within the criminal justice system, including higher arrest 

rates, a higher chance of being denied parole, and an over-representation in prison (Australian 

Bureau of Statistics, 2018a; Day, 2003; Dragomir & Tadros, 2020; Hart, 2016; Martel et al., 

2011; Shepherd, Adams, et al., 2014). As such, a review of the existing literature to establish 

the levels of fairness present across cultural groups is necessary to explore how unfairness in 

risk assessment instruments may be affecting specific cultural groups’ interactions within the 

criminal justice system and how to best rectify these disparities.  

This literature review will therefore discuss the concept of fairness in risk assessment 

in a number of different ways, using examples from the literature. The specific aims of the 

current literature review are to: (a) review and discuss different types of fairness; (b) examine 

the risk assessment literature to assess the level of fairness between different cultural groups; 

(c) ascertain the various explanations in the literature for cross-cultural unfairness; and (d) 
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examine and critique the commonly proposed solutions in the literature aimed at increasing 

cross-cultural fairness. 

Fairness  

There are several definitions of what constitutes fairness, many of which have been 

delineated by researchers in the disciplines of computer science, criminology, and statistics 

(Verma & Rubin, 2018). Five common notions of fairness are discussed below.  

Sensitivity Fairness 

Sensitivity is the proportion of those accurately predicted to engage in recidivism from 

those who were recidivists. Sensitivity fairness refers to sensitivity parity across groups, also 

known as equality of opportunity (Hardt et al., 2016). If sensitivity fairness is not satisfied, a 

risk assessment is labelling fewer actual recidivists as high risk for one group compared to 

another. Sensitivity is commonly examined alongside an instrument’s specificity—the 

proportion of those accurately predicted to not engage in recidivism from those who were not 

recidivists. Sensitivity and specificity estimates are used to plot the receiver operating 

characteristic (ROC) curve. The ROC curve plots the sensitivity against 1—specificity (also 

referred to as the false positive rate) at various thresholds (Cook, 2007; Singh, 2013). The area 

under the ROC curve is a common discrimination index that assesses how well a risk 

assessment can distinguish between those who engage in recidivism from those who do not 

(Cook, 2007). The area under the curve (AUC) can range from 0 to 1, with the midpoint (.50) 

demonstrating discrimination at chance levels (Cook, 2007; Rice & Harris, 2005). Interpreting 

an AUC value has been met with some difficulties due to the various benchmarks of what 

constitutes small, moderate, and large effect sizes (Cohen, 1988; Rice & Harris, 2005; Singh 

et al., 2013; Swets, 1988). The AUC, however, can be best understood as the probability that a 

randomly selected individual who engaged in recidivism received a higher risk score than a 
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randomly selected individual who did not engage in recidivism (Singh, 2013; Swets et al., 

2000). The AUC value is frequently reported in the risk assessment literature (Helmus & 

Babchishin, 2017; Singh et al., 2013), and a comparison of AUC values across groups has been 

used to indicate assessment fairness (e.g., Dieterich et al., 2016). However, AUC values can 

be approximately equal among groups even with varying sensitivity values as the AUC 

incorporates sensitivity alongside 1 – specificity at varying thresholds. Nevertheless, if one 

group is found to have a considerably lower AUC, this indicates that for this group, the 

instrument is unable to discriminate recidivists from non-recidivists as effectively.  

Error Rate Balance 

Error rate balance is satisfied when the false positive rate (FPR), or the proportion of 

non-recidivists classified as high risk, and false negative rates (FNR), or the proportion of 

recidivists classified as low risk, are equal across groups (Chouldechova, 2017). Error rate 

balance is similar to sensitivity fairness in that the FNR is the opposite of sensitivity. Sensitivity 

(and specificity) are classifications, whereas FNR and FPRs are errors in observation. When 

this form of fairness is unsatisfied, there are differences between groups in the number of errors 

in observation. A difference in error rate balance across groups could lead to one group being 

disproportionately disadvantaged. For example, a group with a higher FPR could lead to an 

impact on the personal liberties of these individuals if they are unnecessarily detained. 

Conversely, a group with a higher FNR indicates that a higher proportion of recidivists from 

this group were classified as low risk and were potentially incorrectly released into the public 

where they engaged in recidivism. 

Calibration 

Calibration is concerned with the similarity between expected recidivism and observed 

recidivism across risk scores or classifications. Calibration among groups is satisfied when a 
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risk assessment score or classification reflects the same proportion of recidivists across 

different groups (Chouldechova, 2017; Corbett-Davies & Goel, 2018; Verma & Rubin, 2018). 

Occasionally, calibration can involve comparing expected recidivism that is based on the 

established normative data of a risk assessment instrument (e.g., an assessment predicts that 

50% of individuals with a specific risk score will engage in recidivism within 2 years) against 

observed recidivism of groups (Fazel, 2019; Hanson, 2017; Helmus & Babchishin, 2017). 

However, only actuarial instruments will have empirical norms, and these are not always 

provided by instrument developers (Dawes et al., 1989; Gutierrez et al., 2016; Hanson, 2017). 

Calibration can be demonstrated through the comparison of regression equations across 

groups (or against normative data), with similar equations demonstrating comparable 

recidivism rates across risk assessment scores and a well calibrated instrument (Hanson, 2017). 

It can also be demonstrated by calculating the E/O index for each group, which is the ratio of 

the expected (E) number of recidivists divided by the observed (O) number of recidivists 

(Hanson, 2017; Helmus & Babchishin, 2017; Viallon et al., 2009). When calibration is not 

satisfied, it indicates that for the same scores/classifications, a risk assessment instrument is 

predicting recidivism differently for different groups. 

Among certain proponents, calibration is discussed as the most logical and important 

fairness definition (Hébert-Johnson et al., 2018; Royal Statistical Society, 2018) and as another 

form of predictive validity (Cook, 2007; Fazel, 2019; Singh, 2013). Therefore, when an 

instrument is not well calibrated, not only does it compromise fairness, but the utility of the 

instrument for making predictions also comes into question (Hanson, 2017; Lindhiem et al., 

2018).  
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Predictive Parity 

Predictive parity is achieved when the positive predictive values (PPV), or the 

proportion of those who engage in recidivism from those predicted to engage in recidivism 

(i.e., high risk), are equal across groups (Chouldechova, 2017). Berk et al. (2018) expanded on 

this in their definition of conditional use accuracy in which equality is also achieved across 

negative predictive values (NPV), or those who do not go on to engage in recidivism from 

those predicted to not engage in recidivism (i.e., low risk). Predictive parity differs from 

calibration in that it is based on a single cut-off score that distinguishes low risk from high risk, 

instead of across all scores and risk classifications. When this form of fairness is unsatisfied, it 

signifies that high risk and low risk classifications result in a differing number of recidivists 

across groups. For example, if one group has a lower NPV, a low risk classification for this 

group incorporates a higher number of recidivists. If one group has a lower PPV, a high risk 

classification for this group would incorporate a higher number of non-recidivists. Both of 

these outcomes lead to predictions that do not reflect the same risk across groups. 

Statistical Parity 

Statistical parity requires the proportions of classifications (i.e., those predicted to be at 

low or high risk) to be equal across groups (Berk et al., 2018; Chouldechova, 2017; Corbett-

Davies et al., 2017; Huq, 2019). When this form of fairness is not satisfied, one group is more 

likely to be labelled as high risk and the other as low risk. Being labelled as high risk more 

consistently could lead to the perception that one group is at a higher risk of recidivism, or 

more harmful, than another group. 

Limitations of Fairness 

It has been established that multiple forms of fairness cannot be achieved 

simultaneously when group base rates differ, often referred to as an impossibility theorem 
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(Berk, 2019; Berk et al., 2018; Chouldechova, 2017; Corbett-Davies et al., 2017; Eckhouse et 

al., 2018; Huq, 2019; Kleinberg et al., 2016). Specifically, predictive parity and error rate 

balance (or sensitivity fairness) cannot be simultaneously achieved when base rates differ as 

the same values are used in different ways to calculate these fairness metrics. Policymakers 

will need to determine what form of fairness is prioritised as total fairness (i.e., all forms of 

fairness being satisfied) is impossible (Berk et al., 2018). They will need to decide, for example, 

if fairness in the accuracy of predictions (predictive parity) or fairness in the errors in 

observation (error rate balance) and a risk assessment instrument’s ability to discriminate 

recidivists from non-recidivists (AUC values) is more important. If comparable AUC values 

were prioritised and a risk assessment was able to discriminate recidivists from non-recidivists 

equally well across groups, predictive parity would necessarily have inequality across groups 

such that a high risk classification does not equally predict recidivism.  

Further, the statistical definitions of fairness outlined above may not entirely align with 

what is stipulated by policymakers (Corbett-Davies & Goel, 2018). For example, achieving 

fairness in statistical parity could involve increasing the number of low risk classifications for 

one group to be equivalent to the other. This could result in more individuals from that group 

then being classified as low risk and engaging in recidivism (Berk, 2019; Dwork et al., 2012), 

an outcome unlikely to be viewed as desirable. This highlights a significant limitation with 

statistical parity as a form of fairness. Statistical parity is solely concerned with equal rates of 

acceptance into low and high risk classifications (Chouldechova, 2017), and does not take into 

account the outcome of recidivism. This can lead to adverse decisions in which groups are 

classified to achieve parity, potentially contravening other definitions of fairness and leading 

to lower predictive validity for a specific group or overall. It has therefore been cautioned 

against as a form of fairness (Berk et al., 2018; Chouldechova, 2017).  
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In addition to this impossibility theorem, it is also unlikely for fairness definitions to be 

perfectly satisfied (i.e., zero reported difference between groups). What constitutes an 

acceptable level of fairness is hard to ascertain. Relying on significance testing poses problems 

as it assumes the null hypothesis (in this case, no difference between groups on fairness) and 

makes finding no difference difficult (Amrhein et al., 2017; Cohen, 2011; Fisher, 1925). A 

non-significant finding does not translate into no effect or a non-meaningful difference between 

groups (Amrhein et al., 2017; Biau et al., 2010; Cohen, 2011; Lakens et al., 2020). Therefore, 

it does not signify that fairness has been satisfied. To overcome this, Bayesian analyses or 

equivalence testing could be used to assess the presence or absence of an effect (Gallistel, 2009; 

Lakens, 2017; Lakens et al., 2020; Lakens et al., 2018). In short, Bayesian analysis will take 

into account the null hypothesis and a feasible alternate hypothesis (considering the 

data/theory), for which the probability favouring either the null or alternative hypothesis is then 

calculated (Gallistel, 2009; Lakens et al., 2020). Equivalence testing sets an upper and lower 

bound of equivalence based on the smallest effect size deemed to be meaningful (e.g., 0 ± 0.2). 

One-sided significant testing is performed against each equivalence bound to assess if a 

meaningful effect can be rejected, demonstrating a practical equivalence to zero effect (Lakens 

et al., 2020; Lakens et al., 2018).  

However, the idea of having any statistical benchmark to distinguish what constitutes 

fairness could be considered inappropriate. What is fair is in the eye of the beholder, or in this 

case, the policymakers, developers, and users of the instruments. Therefore, initially, it might 

be useful to firstly state if unfairness exists (i.e., are the groups performing perfectly equally or 

is there a difference?), and then secondly, to what degree is it unfair (i.e., how different are 

these groups performing from one another?). For example, is it a difference that would 

negatively affect 1% of individuals or 25% of individuals from one group? 
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Another consideration is the cut-off score or binning strategy used to create a low and 

high risk group. Many forms of fairness rely on a single cut-off threshold, and numerous risk 

assessment instruments have more than two risk classifications (Singh, 2013). Different 

strategies used to develop two groups include using the median score as the cut-off (Shepherd 

& Strand, 2016), or the high risk classification being compared against other classifications 

combined (Larson et al., 2016; Shepherd et al., 2015). Different cut-offs used will inevitably 

lead to variations in values as the proportions in low and high risk classifications change. As a 

way to overcome this, two comparisons can be made: the high risk classification is compared 

against all lower risk classifications combined, and then the low risk classification is compared 

against all higher risk classifications combined (Singh, 2013; Singh et al., 2011).  

Cross-Cultural Fairness in Risk Instruments 

The following section will take examples from the cross-cultural risk assessment 

literature and its consideration of fairness as defined above.  

Sensitivity Fairness 

Sensitivity is not often reported in isolation in the risk assessment literature as a 

measure of fairness; however, there is a plethora of studies that have calculated sensitivity 

alongside 1 – specificity to plot ROC curves and report AUC values. The extensive research 

comparing the AUC among cultural groups has most often reported that they are generally 

commensurate among both cultural minorities (e.g., African Americans and Indigenous and 

First Nations populations of Australia and North America) and Anglo/White populations, with 

AUC values ranging between .60 and .80 for both cultural groups (e.g., Dieterich et al., 2016; 

Jones et al., 2016; Lee et al., 2020; Lee et al., 2019; Muir et al., 2020; Olver et al., 2013; Olver 

et al., 2018; Perrault et al., 2017; Skeem & Lowenkamp, 2016; Thompson & McGrath, 2012; 

Watkins, 2011; Wormith et al., 2015). These comparable AUC values are found on commonly 
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used instruments, including the Level of Service (LS) measures (Watkins, 2011; Wormith et 

al., 2015), varying youth instruments (Jones et al., 2016; Muir et al., 2020; Perrault et al., 2017; 

Thompson & McGrath, 2012), and instruments tailored for sexual recidivists (Lee et al., 2020; 

Lee et al., 2019; Olver et al., 2018). There are some exceptions (e.g., Helmus et al., 2012; 

Långström, 2004; Molnar et al., 2020; Shepherd, Luebbers, et al., 2014; Shepherd et al., 2015; 

Shepherd & Strand, 2016) where wide discrimination differences have been identified between 

cultural groups, occasionally resulting in instruments being unable to discriminate recidivists 

from non-recidivists better than chance for some cultural minority groupings (i.e., AUC values, 

or confidence interval ranges for AUC values, fall below .50). The majority of these studies 

that identified pronounced differences were smaller sampled studies that predominately 

focused on Indigenous individuals from Canada and Australia. Despite these findings, scholars 

have suggested that the generally robust discrimination estimates reported across cultures may 

be indicative of the continued use of these instruments cross-culturally (e.g., Jones et al., 2016; 

Lee et al., 2019; Olver et al., 2014; Wormith et al., 2015). However, as highlighted above, 

comparable AUC values do not indicate that other notions of fairness are satisfied.  

Error Rate Balance  

The FPR and FNR are scarcely reported in the cross-cultural risk assessment literature. 

For example, Whiteacre (2006) identified differences among African American, Caucasian, 

and Hispanic individuals from the United States on the Level of Service Inventory-Revised 

(LSI-R). The LSI-R was utilised to classify individuals as low or high risk (using cut-off scores 

of 16 and 25) of a disciplinary incident occurring within a community corrections centre, as 

well as an unsuccessful program outcome (e.g., rearrest). Among the majority of outcomes 

with a 25 cut-off, error rates were relatively comparable across all cultures. However, 

differences were observed for both outcomes when the cut-off was lowered to 16. For both 

disciplinary incidents and unsuccessful program completion, the African American group had 
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notably higher FPRs (FPRs = .46 and .49, respectively), indicating that they were classified as 

high risk and did not go on to engage in recidivism more often than Caucasian (FPRs = .26 and 

.30) and Hispanic (FPRs = .23 and .27) individuals. The reverse was shown for FNRs, in which 

the African American group had notably lower FNRs for both disciplinary incidents and 

unsuccessful program completion (FNRs = .36 and .17, respectively) compared to Caucasian 

(FNRs = .48 and .36) and Hispanic individuals (FNR = .50 for disciplinary incidents). No 

Hispanic individuals were labelled a false negative for unsuccessful program completion.  

Differences in error rate balance have also been demonstrated on the software 

instrument, Correctional Offender Management Profiling for Alternative Sanctions 

(COMPAS), by combining the medium and high risk classifications to compare against the 

low risk classification group (Larson et al., 2016). Similar to Whiteacre (2006), the FPRs 

demonstrated that Black individuals on both general and violent recidivism outcomes (FPRs = 

.45 and .38 respectively) were almost twice as likely to be classified as high risk and not go on 

to engage in recidivism when compared to White individuals (FPRs = .23 and .18). The reverse 

was again demonstrated on the FNRs, in which Larson et al. (2016) reported that White 

individuals for both general and violent recidivism (FNRs = .48 and .63 respectively) were 

almost twice as likely to be classified as low risk and not engage in recidivism when compared 

to Black individuals (FNRs = .28 and .38). Taking these values for general recidivism in a real-

world context, out of 1,000 Black non-recidivists, 450 would be labelled as high risk compared 

to 230 out of 1,000 White non-recidivists. Conversely, out of 1,000 Black recidivists, 280 

would be labelled as low risk compared to 480 out of 1,000 White recidivists. This analysis 

was met with criticism as the binning strategy did not include comparing a combined low and 

medium risk category against a high risk category (Flores et al., 2016). Flores et al. (2016) 

reanalyzed the COMPAS data with this binning strategy for general recidivism. The FPR 

differences between Black (FPR = .14) and White (FPR = .05) individuals were reduced, and 
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the FNR differences between Black (FNR = .62) and White (FNR = .80) individuals remained 

similar.  

The FPRs reported in the above literature indicate that African American individuals 

are often almost twice as likely to be labelled high risk and not engage in recidivism, potentially 

resulting in incorrect treatment approaches and being wrongly incarcerated. Simultaneously, 

the higher FNR found among White people suggests that they were nearly twice as likely to be 

labelled as low risk and later engage in recidivism However, there is very limited research 

exploring error rates, especially among other cultural minorities (e.g., Indigenous groups).  

Calibration  

The majority of the cross-cultural risk assessment literature calculating calibration has 

compared regression equations or observed recidivism by risk score/classification across 

cultures. Two studies conducted in the United States compared regression equations obtained 

from White sexual offenders and cultural minorities, including Black and Hispanic sex 

offenders, against Static-99R norms at 5 years (Hanson et al., 2014; Lee et al., 2019). The 

Static-99R expected recidivism rates were significantly higher than the observed rates in all 

cultures (Hanson et al., 2014; Lee et al., 2019). When comparing regression equations among 

cultural groups, no meaningful differences were reported between intercept values or the slope. 

Lee et al. (2019) also reported the E/O index based on 5 year sexual recidivism norms. The 

Static-99R overpredicted recidivism slightly more for White individuals (E/O = 2.03) than for 

Black individuals (E/O = 1.63). White and Black individuals have also been shown to have 

similar regression equations and observed recidivism across risk scores on the software 

instrument COMPAS (Flores et al., 2016) and the actuarial instrument Post-Conviction Risk 

Assessment (PCRA; Skeem & Lowenkamp, 2016) for general recidivism. For violent 

recidivism, however, Skeem and Lowenkamp (2016) reported a significantly lower intercept 
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for White individuals, demonstrating that Black individuals were predicted to engage in violent 

recidivism more often on the PCRA. 

Similarities in recidivism by risk classification have also been found for Aboriginal and 

non-Aboriginal Canadian youth on the Youth Assessment and Screening Instrument (YASI; 

Jones et al., 2016), with calibration almost being perfectly satisfied among the low (7.4% and 

5.1% respectively) and high risk (50% and 48.4%) classifications. Only in the medium risk 

classification did this difference increase, with Aboriginal people engaging in recidivism at a 

higher rate (23.5% versus 16.8%). These similarities were not reflected among young 

Indigenous Australians on the Youth Level of Service/Case Management Inventory: Australian 

Adaptation (YLS/CMI: AA; Thompson & McGrath, 2012). Indigenous youth had a higher 

recidivism rate in the high, medium, and low risk (53.0%, 66.6%, and 75.5%, respectively) 

classifications. The Australian group (those defined as neither Indigenous nor ethnic) had the 

second highest (38.1%, 55.6%, and 69.6%) and was followed by the Ethnic group (those 

defined as having a non-Australian cultural background) with the lowest rates of recidivism 

per risk classification (31.3%, 52.0%, and 68.3%).  

Consistent differences in calibration have been reported among adult Indigenous and 

Anglo (i.e., White or non-Indigenous) individuals. Lee et al. (2020) found that White 

Canadians engaged in recidivism at rates significantly lower than both the norms and 

Indigenous individuals at 5 years on both the Static-99R and Static-2002R, as well as 

significantly lower than the Static-99R norms at 10 years (Lee et al., 2020). As demonstrated 

by a larger intercept value, Aboriginal Canadian individuals were also predicted to engage in 

violent recidivism more often than non-Aboriginal individuals on the actuarial Violence Risk 

Scale-Sexual Offender version (VRS-SO; Olver et al., 2018). This difference was reduced 

when observing sexual recidivism as an outcome; however, Aboriginal individuals were still 

predicted to engage in recidivism more among lower risk scores, with the converse shown 
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among high risk scores (Olver et al., 2018). This finding among lower risk scores has also been 

reported among Aboriginal and non-Aboriginal groups on the Level of Service Inventory-

Ontario Revised (LSI-OR; Wilson & Gutierrez, 2014; Wormith & Hogg, 2012) and the Level 

of Service/Case Management Inventory (LS/CMI; Wormith et al., 2015), with Aboriginal 

individuals predicted to engage in recidivism more among lower risk classifications. 

The above examples from the literature exploring calibration demonstrate that an 

instrument’s pre-existing norms of expected recidivism rarely align with observed recidivism, 

regardless of culture. When comparing calibration among cultures, African American, 

Hispanic, and White American individuals often demonstrated similar regression equations and 

recidivism rates across risk scores and classifications. However, differences were frequently 

reported between Indigenous and Anglo individuals. Indigenous individuals were found to 

recidivate more, especially among lower risk classifications. This demonstrates that these risk 

assessment instruments are not well calibrated across these cultural groups, such that the same 

risk classification given to an Indigenous individual does not result in the same chance of 

recidivism as an Anglo individual, specifically among lower risk classifications.  

Predictive Parity  

Similar to error rates, few studies in the cross-cultural risk assessment literature have 

reported PPVs and NPVs. When comparing the PPVs on both general and violent recidivism 

outcomes on the COMPAS software, Larson et al. (2016) reported that Black (PPVs = .63 and 

.21 respectively) and White American (PPVs = .59 and .17) individuals had relatively close 

values. NPVs were also similar and, in this case, White individuals had a higher NPV on both 

general and violent recidivism outcomes (NPVs = .71 and .93 respectively) compared to Black 

individuals (NPVs = .65 and .91). Flores et al. (2016) analysed the same dataset, however, with 

a combined low and medium risk classification compared against high risk. Using this binning 
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strategy, the PPVs for Black and White individuals almost satisfied predictive parity (PPVs = 

.75 and .73, respectively). However, the NPVs reported by Flores et al. (2016) for Black (NPV 

= .56) and White (NPV = .65) individuals differed to a greater degree.  

Another United States study examined the LSI-R for classification differences among 

cultures, using two score cut-offs, 25 and 16, to distinguish between low and high risk for 

disciplinary incidents and unsuccessful program completion (Whiteacre, 2006). For 

unsuccessful program outcomes, the PPVs and NPVs were relatively similar across all cultures, 

with more pronounced differences found among disciplinary incidents. With a cut-off score of 

25, the Hispanic group had the highest proportion of high risk scores predicting a disciplinary 

incident (PPV = .71), followed by the African American (PPV = .56) and the Caucasian groups 

(PPV = .40). Lowering the cut-off score to 16 did demonstrate predictive parity between the 

African American and Hispanic groups (PPVs = .50), with the Caucasian group still lower 

(PPV = .38). NPVs also varied across cultures with a cut-off score of 25 and 16, with the 

highest being identified for the Caucasian group (NPVs = .80 and .84), followed by the 

Hispanic group (NPVs = .72 and .77), and the African American group (NPVs = .61 and .68).  

Two Australian studies observed differences in PPVs and NPVs among Indigenous, 

culturally and linguistically diverse (CALD) and English speaking background (ESB) young 

individuals. The proportion of high risk classifications that engaged in recidivism was highest 

for the Indigenous group for both general and violent recidivism on the Youth Level of 

Service/Case Management Inventory (YLS/CMI; PPVs = .87 and .74, respectively) and the 

Psychopathy Checklist: Youth Version (PCL: YV; PPVs = .92 and .83; Shepherd et al., 2015; 

Shepherd & Strand, 2016). Among ESB and CALD individuals, Shepherd et al. (2015) 

reported that the PPVs across general recidivism almost reached predictive parity (PPVs = .80 

and .81, respectively) and did satisfy predictive parity for violent recidivism (PPVs = .65 for 

both) on the YLS/CMI. On the PCL: YV, Shepherd and Strand (2016) identified that the high 
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risk ESB group was found to engage in recidivism more (PPVs = .81 and .71) compared to the 

high risk CALD group (PPVs = .76 and .52). Predictive parity was also unsatisfied across 

NPVs, with the Indigenous group having the lowest NPVs for both general and violent 

recidivism on the YLS/CMI (NPVs = .22 and .44, respectively) and the PCL: YV (NPVs = .18 

and .41). On the YLS/CMI, for general recidivism, the low risk CALD group (NPV = .41) 

engaged in recidivism slightly less than the ESB group (NPV = .35), whereas for violent 

recidivism, the low risk CALD group (NPV = .53) engaged in recidivism slightly more than 

the ESB group (NPV = .60). On the PCL: YV, the low risk ESB youth engaged in recidivism 

less for both general and violent outcomes (NPVs = .41 and .63, respectively), compared to the 

CALD group (NPVs = .35 and .45).  

A study with young Canadian individuals also found similar differences on the SPJ 

instrument the Structured Assessment of Violence Risk in Youth (SAVRY; Muir et al., 2020). 

Male and female high risk Indigenous individuals were again found to engage in recidivism 

more both generally (PPVs = .74 and .77, respectively) and violently (PPVs = .51 and .52) 

compared to male and female Caucasian individuals, who had smaller PPVs on both general 

(PPVs = .64 and .61, respectively) and violent (PPVs .33 and .28) recidivism outcomes. The 

converse was again shown for NPVs, with male and female low risk Caucasian individuals 

engaging in recidivism less both generally (NPVs = .78 and .70, respectively) and violently 

(NPVs .91 and .92) compared to male and female Indigenous individuals who had smaller 

NPVs on general (NPVs = .57 and .67, respectively) and violent (NPVs .85 and .87) recidivism 

outcomes.  

The above examples demonstrate a lack of predictive parity in the literature. A high 

risk classification is less likely to result in recidivism among White individuals, and a low risk 

classification is more likely to result in recidivism among cultural minorities. Similar to the 

disparities between cultures identified among calibration, risk assessment classifications are 
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not predicting recidivism the same cross-culturally. When recidivism rates differ by risk 

classification, cultures may be either advantaged or disadvantaged both legally and medically 

when using classifications to aid in decision making (Hart, 2016; Shepherd, 2018). However, 

different to calibration, African American and White individuals were found to differ more 

among predictive parity metrics when using a single cut-off value compared to calibration that 

observed recidivism over several risk scores or classifications. This demonstrates that when 

scores or risk classifications are well calibrated, they can still lead to unfairness in predictive 

parity at a certain cut-off score (Chouldechova, 2017). It is also worth reiterating the 

complications of satisfying both predictive parity and error rate balance when base rates differ. 

If predictive parity were hypothetically satisfied, more disparities would be observed among 

error rates. 

Statistical Parity  

Numerous studies in the cross-cultural literature report average risk assessment scores 

and score distributions, making statistical parity an easy form of fairness to discuss 

comparisons. A large scale meta-analytic review by Olver et al. (2014) observing a variety of 

LS measures identified that cultural minorities (i.e., African Americans, Indigenous, Asian, 

and Hispanic) from numerous countries scored significantly higher than non-minorities (d = 

0.24). Higher scores and subsequent higher risk classifications among minorities (i.e., African 

American and Indigenous individuals) have been consistently found in studies from the United 

States, Canada and Australia using the actuarial LS measures, including the LSI-R (Chenane 

et al., 2015; Holsinger et al., 2003, 2006; Hsu et al., 2010; Watkins, 2011; Whiteacre, 2006), 

the LSI-OR (Wilson & Gutierrez, 2014), and the LS/CMI (Jimenez et al., 2018; Wormith & 

Hogg, 2012; Wormith et al., 2015). These differences ranged between small (lowest d = 0.21) 

and large (d = 1.02) in effect size.  
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On other actuarial risk assessment instruments including the software instrument 

COMPAS (Angwin et al., 2016; Flores et al., 2016; Larson et al., 2016), the PCRA (Skeem & 

Lowenkamp, 2016) the Psychopathy Checklist-Revised (PCL-R; Olver et al., 2013), and 

instruments designed to predict sexual recidivism such as the Static-99 (Hanson et al., 2014; 

Smallbone & Rallings, 2013), Static-99R (Hanson et al., 2014; Lee et al., 2020; Lee et al., 

2019; Olver et al., 2018; Smallbone & Rallings, 2013), Static-2002R (Lee et al., 2020), the 

VRS-SO (Olver et al., 2018), and the STABLE-2007 (Helmus et al., 2012), cultural minorities 

are again reported to score higher and be more likely classified as high risk (d ranged between 

0.27 and 0.50).  

For actuarial youth risk assessment instruments, cultural minority individuals scored 

higher on instruments including the YASI (Jones et al., 2016), the PCL: YV (Schmidt et al., 

2006), and among youth LS measures including the YLS/CMI (Shepherd et al., 2015; 

Thompson & McGrath, 2012) and the YLS/CMI: AA (d ranged between 0.22 and 0.77; Frize 

et al., 2008; Kenny & Nelson, 2008; McGrath et al., 2018). Further, both Canadian and 

Australian Indigenous individuals were more likely to be classified as high risk (d ranged 

between 0.22 and 0.77) on the SPJ instrument the SAVRY (Muir et al., 2020; Shepherd, 

Luebbers, et al., 2014). However, there are occasional examples in which statistical parity is 

nearly satisfied. Perrault et al. (2017) reported similar scoring and risk classification among 

young White and Black individuals on the SAVRY and the YLS/CMI. On both assessments, 

White individuals scored higher, but the differences were trivial in effect size (d = 0.06 and 

0.02). Similarly, Shepherd and Strand (2016) demonstrated that no specific cultural group was 

more likely to be labelled low or high risk on the PCL: YV, with Indigenous, ESB, and CALD 

young Australians scoring comparably. These differences may be due to the cultures under 

study. The near parity identified by Perrault et al. (2017) differed from other studies observing 

youth by comparing White and Black individuals instead of an Indigenous cohort. Further, the 
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similarities reported by Shepherd and Strand (2016) among Indigenous, ESB, and CALD youth 

was the sole study using the PCL: YV for youth in Australia.  

For the majority of cross-cultural validation studies, cultural minorities appear to score 

higher and are classified as having a higher risk of recidivism when compared to predominantly 

Anglo individuals. Although these differences are often small in magnitude, occasionally they 

are more pronounced (e.g., Wormith et al., 2015) and demonstrate a lack of statistical parity 

between cultures on risk assessment instruments. It has been argued that unfairness among 

statistical parity could lead to negative labelling of specific cultural groups such as cultural 

minorities, potentially exacerbating and directly contributing to the ongoing inequality already 

experienced by cultural minorities within the criminal justice system (e.g., higher arrest rates 

and denial of bail; Hannah-Moffat, 2013; Martel et al., 2011; Shepherd, Adams, et al., 2014). 

However, as discussed by Skeem and Lowenkamp (2016), differing risk levels may be 

reflective of actual population differences in risk, and aiming to establish statistical parity can 

indeed have negative consequences. It could cause or exacerbate already existing differences 

among other forms of fairness by misclassifying individuals. It could also decrease the 

predictive validity of the assessments for certain cultural groups or overall, ultimately impeding 

the utility of the instrument.  

Explanations for Unfairness among Cultural Groups 

Various explanations have been proposed to unpack the differences found between 

cultures on risk assessment instruments.  

Risk Assessment Development 

The majority of risk assessment instruments were originally developed and validated 

on predominately Anglo samples originating from North America (Hannah-Moffat, 2013; 

Olver et al., 2014; Shepherd, 2018; Singh et al., 2011; Wilson & Gutierrez, 2014). This has 
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led to concerns using risk assessment instruments on non-Anglo populations or countries 

outside of where the risk assessment was developed, as the risk factors and items may not be 

transferable or the most relevant indicators of risk (Day et al., 2018; Hannah-Moffat, 2013; 

Hannah-Moffat & Maurutto, 2010; Schmidt et al., 2020; Shepherd, Adams, et al., 2014). This 

concern has been demonstrated with studies conducted in Canada producing larger predictive 

validity effect sizes on a variety of measures and recidivism outcomes (Leistico et al., 2008; 

Olver et al., 2009) compared to other countries such as the United States (Olver et al., 2014) 

and Australia (Gutierrez et al., 2013). The same has been identified for different cultures, 

with larger effect sizes being reported for Anglo populations compared to cultural minorities 

(e.g., Edens et al., 2007; Gutierrez et al., 2013; Leistico et al., 2008; Singh et al., 2011; 

Wilson & Gutierrez, 2014; Wormith et al., 2015).  

Risk Factor Prevalence 

The prevalence of risk factors has also been found to differ. Some cultural minority 

populations, for instance, often display a higher number of risk factors on risk assessment 

instruments due to ongoing economic and social disadvantage that leads to higher levels of 

unemployment, previous criminal histories (potentially due to racial discrimination and 

policing), substance use, and lower levels of income, which may directly lead to a higher risk 

classification on risk assessment instruments (Day et al., 2018; Douglas et al., 2017; Hannah-

Moffat, 2013; Hannah-Moffat & Maurutto, 2010; Harcourt, 2007; Homel et al., 1999; Jones & 

Day, 2011; Shepherd, Adams, et al., 2014; Wilson & Gutierrez, 2014). This higher prevalence 

of risk factors and therefore a higher risk classification could directly contribute to the 

unfairness of statistical parity. As these higher risk scores may not entirely reflect an increased 

risk among these cultural minorities (Hannah-Moffat, 2013), they may also be contributing to 

more individuals who do not go on to engage in recidivism being classified as high risk. In 

other words, a higher FPR and, therefore, disparities among error rates. 
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Differing Base Rates 

As mentioned previously, differing base rates among groups are a direct cause of an 

impossibility theorem in which multiple forms of fairness are unable to be simultaneously 

satisfied. To demonstrate the issue of base rates, confusion matrices will be used to show how 

multiple forms of fairness can potentially be achieved when base rates of recidivism are the 

same. This, however, cannot be achieved when base rates differ. As shown in Table 1, a 

confusion matrix represents the predicted outcome against the actual observed outcome.  

 

Table 1 

Confusion Matrix of Predicted and Observed Outcomes with Fairness Calculations 

 Recidivist  Non-Recidivist  

Predicted to be a recidivist True Positive (TP) False Positive (FP) PPV = TP/(TP+FP) 

Not predicted to be a recidivist False Negative (FN) True Negative (TN) NPV = TN/(FN+TN) 

 Sensitivity = 

TP/(TP+FN) 

Specificity = 

TN/(FP+TN) 

 

 FNR = FN/(TP+FN) FPR = FP/(FP+TN)  

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate; TP true positive; FP false positive; FN false negative; TN true negative. 

 

When an individual is predicted to be a recidivist and does engage in recidivism, this is 

a True Positive (TP), and when an individual is predicted to not be a recidivist and does not 

engage in recidivism, this is a True Negative (TN). When an individual is predicted to be a 

recidivist and does not engage in recidivism, this is a False Positive (FP), and conversely, when 
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an individual is not predicted to be a recidivist but does engage in recidivism, this is a False 

Negative (FN). These four points of information can be used to calculate relevant indicators of 

fairness, such as the PPV and NPV for predictive parity, the FPR and FNR for error rate 

balance, the sensitivity for sensitivity fairness, and sensitivity and 1 – specificity (i.e., FPR) for 

plotting ROC curves.  

As shown in Tables 2 and 3, if there were two groups of individuals (Group A, N = 

1,000 and Group B, N = 1,500) that had the same base rate of recidivism (base rate = .50, or 

50% were recidivists), numerous forms of fairness could be simultaneously satisfied among 

both groups.  

 

Table 2 

Group A with 1,000 Individuals and a Base Rate of .50 

 Recidivist Non-Recidivist  

Predicted to be a recidivist 300 100 PPV = .75 

Not predicted to be a recidivist 200 400 NPV = .67 

 Sensitivity = .60 Specificity = .80  

 FNR = .40 FPR = .20  

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate. 
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Table 3 

Group B with 1,500 Individuals and a Base Rate of .50 

 Recidivist Non-Recidivist  

Predicted to be a recidivist 450 150 PPV = .75 

Not predicted to be a recidivist 300 600 NPV = .67 

 Sensitivity = .60 Specificity = .80  

 FNR = .40 FPR = .20  

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate.  

 

With the same base rate, Groups A and B have satisfied predictive parity, error rate 

balance, and sensitivity fairness. There is also equivalence between sensitivity and 1 – 

specificity, the values used to plot the ROC curve and calculate the AUC. It is also worth noting 

that in this scenario, statistical parity is also satisfied among groups. However, if the base rate 

of recidivism for Group A increased (base rate =.70) and Group B remained the same (base 

rate =.50), predictive parity could not be achieved alongside both error rate balance and 

sensitivity fairness. As shown in Table 4, error rate balance and sensitivity fairness can be made 

to remain the same as the previous base rate of .50, although predictive parity values will 

inevitably differ as a higher proportion of individuals are now found to be recidivists (i.e., 

higher cell counts in the observed recidivist column).  
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Table 4 

Group A with 1,000 Individuals and a Base Rate of .70 

 Recidivist Non-Recidivist  

Predicted to be a recidivist 420 60 PPV = .88 

Not predicted to be a recidivist 280 240 NPV = .46 

 Sensitivity = .60 Specificity = .80  

 FNR = .40 FPR = .20  

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate.  

 

Therefore, there is always going to be a trade-off among types of fairness unless there 

is perfect prediction among all individuals. However, perfect prediction is also extremely 

improbable, whether due to assessments not measuring every indicator of risk or inherent 

measurement error such as random error or systematic error (i.e., bias) that prevent accurate 

prediction in assessments (Cohen et al., 2013; Hair et al., 2019). This again stipulates that when 

there are unequal base rates or imperfect predictions, even if one form of fairness is satisfied 

among cultural groups, another form of fairness will always be unsatisfied.  

Proposals and Attempts to Identify and Increase Fairness 

Regardless of the source of cross-cultural unfairness, suggestions have been made 

periodically to identify and increase fairness. The following section will explore common 

approaches to identifying and increasing fairness.  
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Development of New Instruments  

There have been calls to develop new, culturally relevant risk assessment instruments 

(Dawson, 1999; Day et al., 2018; Hart, 2016; Shepherd, Adams, et al., 2014). Hart (2016) 

stipulated that the development of risk assessment instruments should incorporate the literature 

surrounding diverse cultural groups; ensuring relevant risk factors are included. Day et al. 

(2018) built upon this in their review in which a framework that reconceptualises relevant 

cultural theories of risk could be developed by involving and consulting with the specific 

Indigenous communities in which the offenders live. They highlighted concerns with actuarial 

assessments, specifically that they often fail to incorporate potentially relevant social, 

contextual, and cultural factors. They discussed placing more effort into the development of 

SPJ assessments that enable the inclusion of culturally relevant understandings of risk (Day et 

al., 2018).  

A new cultural assessment could offer a solution by ensuring that relevant cultural 

factors and idiosyncrasies are incorporated. However, the feasibility of this proposed solution 

is poor regarding it being vague and having no immediate way to ascertain the instruments’ 

predictive utility. However, a new assessment would encompass developing culturally specific 

predictors of risk that would require extensive data collection before the instrument developers 

could adequately ascertain the predictive validity. Additionally, the predictive validity of this 

new measure would need to outperform previous existing measures for that cultural group 

(Shepherd & Spivak, 2020). This approach also overlooks pre-existing theories (e.g., Andrews 

and Bonta’s central eight) encompassing salient predictors of risk that have demonstrated 

applicability cross-culturally (Andrews & Bonta, 1994; Gutierrez et al., 2013; Quinsey et al., 

2006). The concept of having different cultural assessments further creates complications 

around legal parity, whereby the law is to treat each individual equally. Different assessments 

administered to certain individuals for the same legal purposes may be introducing a different 
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type of unfairness. Further, heterogeneity within a culture is often greater than between cultures 

(Shepherd & Lewis-Fernandez, 2016). The development of a culturally specific instrument 

would, therefore, need to be made applicable to the broader cultural minority group to attempt 

to account for the variety of beliefs, values, and traditions expressed (Shepherd, 2015), again 

leading to feasibility issues in development.  

The development of culturally specific instruments in the literature has been scarce. In 

Australia, Allan and Dawson (2002) developed a 3-Predictor model (poor coping skills, 

unfeasible release plans, and unrealistic long-term goals) to predict sexual recidivism among 

Indigenous individuals in Western Australia. Allan et al. (2006) stated that they were able to 

demonstrate the utility of the 3-Predictor model with it outperforming several other 

assessments. They reported an AUC value of .84 for the 3-Predictor model, the highest in the 

overall study (Allan et al., 2006). However, the AUC value was for a mixed group of 

Indigenous and non-Indigenous individuals, not allowing for a comparison between cultures. 

Boer et al. (2004) developed the Risk Management Guide for Aboriginal Offenders (RMGAO) 

with Aboriginal Elders from Canada. The RMGAO comprises a series of culturally relevant 

questions to consider when assessing and managing Indigenous individuals in custody and in 

the community. The authors of this instrument state that if an actuarial or SPJ risk assessment 

has demonstrated utility with Aboriginal individuals, it can be used alongside the RMGAO to 

assist with the safety of the individual and to ensure they become productive community 

members through reintegration (Boer et al., 2004). However, beyond face validity, no other 

testing has been conducted to ensure the predictive utility of the items and assessment overall.  

Alteration of Existing Instruments 

Other solutions have been proposed in terms of altering or expanding existing 

instruments to account for cultural differences in items and risk factors (Perley-Robertson et 
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al., 2019; Shepherd, 2016a; Shepherd, 2018; Shepherd & Anthony, 2018; Shepherd & Lewis-

Fernandez, 2016; Shepherd & Willis-Esqueda, 2018). One proposed idea is to alter the item 

content on risk assessment instruments to make them more culturally relevant by amending or 

translating the wording or removing jargon (Shepherd, 2018; Shepherd & Lewis-Fernandez, 

2016; Shepherd & Willis-Esqueda, 2018). Another proposal is to include culturally relevant 

items and/or remove items that are less predictive when assessing a cultural minority (Ellerby 

& MacPherson, 2002; Heckbert & Turkington, 2001; LaPrairie, 1995; Mann, 2009; Martel et 

al., 2011; Perley-Robertson et al., 2019; Shepherd & Willis-Esqueda, 2018; Wilson & 

Gutierrez, 2014). Last, a stronger consideration of an individual’s strengths rather than a 

disproportionate focus on risk has been suggested for particular cultural groups (Shepherd & 

Willis-Esqueda, 2018). Shepherd (2016a) and Shepherd and Willis-Esqueda (2018) have also 

considered the addition of a cultural addendum, which may comprise additional contextual 

information for each risk item and advice for working effectively inter-culturally in clinical 

settings.  

Similar to creating a new assessment, modifying existing assessments could ensure that 

culturally relevant content is incorporated into risk assessment instruments, potentially 

increasing fairness among risk classifications (i.e., statistical parity) and even among the 

classifications and errors in observation of these instruments (i.e., sensitivity fairness, error rate 

balance, predictive parity, calibration). However, if certain elements are altered, added, or 

removed from risk assessment instruments, the predictive validity of the instrument would need 

to be retested to ensure these changes have not had a detrimental influence (Shepherd & Spivak, 

2020). The eradication or modification of items and/or factors that have been periodically 

shown to predict recidivist behaviours cross-culturally may also impede accuracy (Skeem & 

Lowenkamp, 2016). Further, as highlighted above, the issue of differing base rates may inhibit 

this approach from successfully increasing fairness. Varying base rates will ultimately lead to 
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at least one or more forms of fairness being unsatisfied even with the addition or alteration of 

items on a risk assessment instrument.  

Clinician Training  

It has been suggested that clinicians should be culturally competent when working with 

diverse cultures (Shepherd, 2018; Shepherd & Lewis-Fernandez, 2016; Shepherd et al., 2015; 

Shepherd & Strand, 2016). This includes avoiding or cautiously employing instruments that 

have lower levels of predictive validity for minority groups (Helmus et al., 2012; Shepherd, 

2016b). Professionals have been implored to undertake ongoing and regular education to 

ensure they can identify potential cultural issues that may result in an unfair assessment (Hart, 

2016; Olver et al., 2014; Shepherd & Lewis-Fernandez, 2016). While cultural competence is 

an important and ongoing educational process, clinician bias will always be present when 

human error or subjectivity is a factor. Further, there is no evidence to suggest that clinician 

cultural competence training would increase fairness, with a scarcity of literature examining 

the impact of clinician training on risk assessment scores (Venner et al., 2021). This suggestion 

also assumes differences arise due to insensitivity instead of factors such as the higher 

prevalence of risk factors in certain cultural minorities or differing base rates that cause the 

inherent trade-offs in risk assessment instruments. One study that specifically reported on the 

impact of training on risk assessment scores cross-culturally found that although training did 

lead to some risk factors receiving an increased (or decreased) score post training, there were 

no differences in risk scores across cultures (Jimenez et al., 2018).  

Alternative Statistical Approaches  

Numerous supplementary statistical approaches have been proposed in the risk 

instrument literature to explore and/or resolve unfairness.  
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Differential Item Functioning, Factorial Structures and Latent Constructs  

Differential item functioning is often observed as a way to assess for potential item bias 

(He & van de Vijver, 2012; van de Vijver & Tanzer, 2004) and has been proposed in the cross-

cultural forensic risk assessment literature (Hart, 2016). Specifically, Hart (2016) suggested 

observing the relationship between the items and the latent trait variable through item response 

theory to see if it differed cross-culturally. However, this approach is scarcely applied in the 

cross-cultural risk assessment literature (Schmidt et al., 2020). One example of where it was 

utilised was when cultural differences in item bias on the PCL: YV were observed between 

Caucasian, African American, and Hispanic male youth (Tsang et al., 2014). This study found 

that 15 of the 20 items in the PCL: YV functioned differently across cultural groups, which 

could contribute to a total PCL: YV score that was approximately 12 points different. Similar 

to observing differential item functioning on latent traits, observing differences among the 

factorial structure and latent constructs of a risk assessment instrument across cultures has also 

been suggested (Hart, 2016; Shepherd & Lewis-Fernandez, 2016).  

However, these methods are primarily applicable for assessments that are scored in an 

additive fashion (Putnick & Bornstein, 2016), making them somewhat impractical for 

assessments not scored this way (e.g., SPJ instruments). Schmidt et al. (2020) also highlighted 

the inconsistencies identified among previously conducted factor analyses in risk assessment 

research, with different factor solutions being reported among the LS measures based on 

subscale scores (Gordon et al., 2015; Hollin et al., 2003; Loza & Simourd, 1994; Palmer & 

Hollin, 2007) and item responses (Gordon et al., 2015; Hsu et al., 2011). Some studies have 

previously demonstrated similar risk structures across cultures on instruments including the 

VRS-SO (Olver et al., 2020) and the PCL: YV (McCuish et al., 2018). However, even with 

these similar factorial structures, other studies have still identified predictive parity and 

statistical parity unfairness on the PCL: YV (Schmidt et al., 2006; Shepherd & Strand, 2016).   
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Disregarding these limitations, establishing equivalence (or non-equivalence) among 

item functioning, factorial structures, and latent constructs does little to ultimately increase 

cross-cultural fairness beyond identifying potential item bias, for which there is no obvious 

link between item bias and recidivism. None of these approaches take into consideration the 

outcome (i.e., did the individual go on to engage in recidivism or not?). Therefore, when 

applying these approaches to the fairness definitions outlined in this paper, the identification 

of item bias is only directly useful in addressing issues of statistical parity, as statistical parity 

also does not consider the outcome of recidivism. If these methods are employed to increase 

statistical parity among cultures, as highlighted previously, achieving statistical parity can have 

detrimental impacts on other forms of fairness and overall accuracy of the risk assessment 

instrument.  

Alternate Scoring  

Other research has suggested alternate ways to score assessments to reduce the 

statistical parity disparities between cross-cultural groups. Skeem and Lowenkamp (2016) 

suggested relying less heavily on factors that differed between groups. Specifically, they 

suggested to focus less on the criminal history of the individuals and instead put a higher 

weighting on factors that had fewer mean score differences (Skeem & Lowenkamp, 2016). It 

has also been suggested to choose cut-off scores for different groups (e.g., cultures) that 

distinguish low from high risk in a way that will help minimise the disparity among risk 

classifications (Thompson & McGrath, 2012). Although these proposed solutions may increase 

statistical parity, as discussed previously, this can lead to a variety of detrimental outcomes. 

For example, lowering the weight of a factor such as criminal history, which has been found to 

be one of the leading predictors of recidivism (Eisenberg et al., 2019; Wilson & Gutierrez, 

2014), will likely result in an overall significant loss in predictive validity and an increase in 

misclassifications.  
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Culture as an Indicator 

Using culture as an indicator has been suggested as a way to evaluate the presence of 

unfairness (Flores et al., 2016; Larson et al., 2016; Perrault et al., 2017). This can involve using 

culture to see if it predicts risk assessment scores on an instrument, in other words, to 

demonstrate if an individual’s culture predicts a higher risk score. Work by Larson et al. (2016) 

demonstrated that identifying as Black was significantly predictive of higher risk scores for 

both general and violent recidivism on COMPAS (ps < .01). Even though Black individuals 

had higher recidivism rates, when adjusting for this difference alongside age and gender, they 

were still 45% more likely to get a higher risk score for general recidivism and 77.3% more 

likely for violent recidivism.  

Alternatively, culture can be used to see if there is a significant interaction between this 

variable and a risk assessment instrument score in predicting recidivism, demonstrating that 

risk assessment scores have a different association with recidivism across cultures. Flores et 

al. (2016) did not find support for an interaction between culture and COMPAS as a predictor 

of general or violent recidivism. This was mirrored by Perrault et al. (2017) for Black and 

White youth, in which an interaction between culture and risk assessment scores (on the 

YLS/CMI and SAVRY) was not statistically significant. This demonstrates that these 

assessments were not found to predict recidivism differently as a result of culture. However, 

Jimenez et al. (2018) did report a significant interaction between risk levels on the LS/CMI and 

culture when comparing a broader minority group (i.e., Black African Americans, Asian 

Americans, Native Americans, and those of Hispanic descent) to a non-minority group 

encompassing White European Americans of non-Hispanic descent. However, similar to 

factorial structures and latent constructs, this approach does little to resolve unfairness beyond 

being a method to identify its existence and the impact culture has on scores and prediction.  
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Using culture as a predictor of recidivism has also been discussed as a way to increase 

accuracy (Berk, 2009; Berk et al., 2018). Although a contentious topic as it can be seen as a 

moral issue (Berk, 2009), it has been argued that its incorporation may increase predictive 

validity (Berk, 2009; Berk et al., 2018; Douglas et al., 2017). However, this is another example 

of a trade-off between fairness and accuracy (Berk, 2019). As cultural minorities are often 

found to have higher base rates of recidivism (Bonta et al., 1997; Flores et al., 2016; Gutierrez 

et al., 2013; Jones et al., 2016; Olver, 2016; Shepherd & Strand, 2016; Thompson & McGrath, 

2012; Wilson & Gutierrez, 2014; Wormith et al., 2015), the inclusion of culture as a variable 

may lead to an increased chance of that cultural minatory being classified as high risk, 

compromising notions of fairness such as statistical parity for an increase in predictive validity. 

Although recent research has highlighted that algorithms with access to protected variables 

such as culture can aid in the detection of discrimination as well as increase transparency, 

predictive validity, and fairness (Kleinberg et al., 2018; Skeem & Lowenkamp, 2020). A recent 

study trailing numerous algorithms to increase fairness found that providing an algorithm with 

an individual’s culture led to an increase in fairness among error rate balance and maximised 

the instruments’ calibration (Skeem & Lowenkamp, 2020).  

Statistical Learning Methods 

Methods of statistical learning as an approach to increasing various forms of fairness 

have been recently discussed in the literature (e.g., Berk et al., 2018; Chouldechova & Roth, 

2018). These statistical learning methods aim to increase predictive accuracy (Breiman, 2001b; 

Spivak & Shepherd, 2020). These approaches can account for large numbers of variables and 

can establish the relevant predictors and interactions that increase predictive accuracy (Berk & 

Hyatt, 2015; Breiman, 2001b; Brennan, 2016; Monahan et al., 2005; Spivak & Shepherd, 

2020). On the contrary, traditional methods such as linear regression often aim to increase 

interpretability in which the relationship between predictors and the outcome is transparent 
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(Breiman, 2001b). These traditional methods also often rely on pre-determining the relevant 

predictors and interactions to be included in the model (Breiman, 2001b; Duwe & Kim, 2015). 

Within the forensic risk assessment literature, statistical learning methods have primarily been 

used with the chief purpose of increasing predictive validity (or discrimination as assessed by 

the AUC), with research demonstrating its ability to outperform more common methods such 

as logistic regression in some studies (e.g., Berk & Bleich, 2013; Duwe & Kim, 2015; Ting et 

al., 2018). Multiple statistical learning methods such as random forests (Breiman, 2001a), 

stochastic gradient boosting (Friedman, 2002), and support vector machines (Vapnik, 1998; 

Vapnik, 1999) have demonstrated their ability to be effective classifiers and valuable in 

criminal justice forecasting (Berk & Hyatt, 2015; Duwe, 2019; Duwe & Kim, 2015; Pflueger 

et al., 2015; Zaidi et al., 2020; Zeng et al., 2017).  

A variety of disciplines, including data science, statistics, and occasionally 

criminology, have recently expanded the use of these methods and begun exploring them as an 

approach to increasing fairness (Berk et al., 2018; Corbett-Davies et al., 2017; Wadsworth et 

al., 2018). This can be achieved by transformations at differing levels of the algorithm 

construction process (Berk et al., 2018; Hajian & Domingo-Ferrer, 2013). Pre-processing is 

where the original data is altered in an attempt to remove potential sources contributing to 

unfairness (e.g., unequal base rates, higher prevalence of predictors for certain racial groups; 

Calmon et al., 2017; Feldman et al., 2015; Kamiran & Calders, 2012; Zemel et al., 2013). This 

can involve methods such as using residuals in place of variables found to be predicted by an 

individual’s culture (Berk, 2009; Skeem & Lowenkamp, 2020). Base rates can also be equalled 

across groups by applying different weights to groups depending on how much they engage in 

recidivism (Berk et al., 2018) or by altering the recidivism outcome of groups so that base rates 

are equivalent (Hajian & Domingo-Ferrer, 2013). In-processing is when the algorithms 

themselves are altered such that the model does not contain any unfair decision rules (Celis et 
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al., 2019; Kamishima et al., 2012; Zhang et al., 2018). This could encompass developing a 

separate algorithm for each culture (Berk, 2019) or using an adversarial approach that focuses 

on maximising accuracy whilst simultaneously reducing any indication of culture being found 

in the prediction (Zhang et al., 2018). Lastly, post-processing is where the resulting data is 

modified to remove unfairness (Hardt et al., 2016; Kamiran et al., 2012; Pleiss et al., 2017). 

For example, this could involve the random reassignment of outcome labels (Hardt et al., 

2016), where those predicted to engage in recidivism for each culture have their predicted 

recidivism outcome altered to achieve fairness. Emerging research has shown that statistical 

learning methods have been able to minimise the fairness disparity among cultures whilst still 

maintaining, or even improving, overall predictive validity (e.g., Wadsworth et al., 2018).  

Interpretability of Statistical Learning Methods. However, as in the previous 

example of pre-processing, using residuals instead of actual values can result in a model that 

is somewhat incomprehensible. This has led to scepticism in using statistical learning 

methods as an approach (Brennan & Oliver, 2013; Kehl et al., 2017; Wisser, 2019; Zeng et 

al., 2017). Unlike methods such as linear regression, in which the variables’ influence on the 

predicted outcome is explicitly understood through beta weights, certain algorithms (and 

transformations on the algorithm) can make the relationship between the variables used and 

the predicted outcome not easily discernible (Breiman, 2001b; Brennan & Oliver, 2013; 

Duwe & Kim, 2015). However, these approaches are not entirely uninterpretable, with 

techniques enabling the importance of predictors to be established. Variable importance can 

be ascertained easily for certain algorithms such as random forests (Berk, 2008; Berk & 

Bleich, 2013; Breiman, 2001a). Further, approaches such as Shapley values (Shapley, 1953) 

and local interpretable model-agnostic explanations (LIME; Ribeiro et al., 2016) are valuable 

for numerous algorithms in determining the contribution of variables to the prediction 

(Lundberg & Lee, 2017).  
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Conclusion  

The current review provided an overview of cross-cultural fairness in forensic risk 

assessment. It i) articulated and explored numerous definitions of fairness, ii) reviewed the 

cross-cultural risk assessment literature and critically investigated if different forms of fairness 

have been satisfied between cultural groups, iii) reviewed explanations for cross-cultural 

unfairness, and iv) evaluated the proposed solutions to identify and increase fairness. This 

review highlighted several limitations within the existing literature, including the pursuit of 

achieving cross-cultural fairness in forensic risk assessment instruments with fairness notions 

often incompatible with each other and optimising accuracy. First, beyond sensitivity fairness 

(in the form of AUC) and statistical parity, there has been limited research exploring other 

notions of fairness. This highlights the need for future research to focus on addressing other 

varying definitions of fairness to gain an understanding of the fairness or disparities present 

cross-culturally on risk assessment instruments. This review also established that most forms 

of fairness are not satisfied cross-culturally. Whether differences ranged from small and 

inconsequential to substantial, the repeated demonstration of these disparities among differing 

notions of fairness necessitates continued and ongoing research and efforts to be placed in 

increasing fairness. The impact of these instruments’ not being cross-culturally fair could lead 

to increased misclassifications for particular cultural groups. Such misclassifications could 

potentially disadvantage populations already over-represented in the criminal justice system, 

with treatment and supervision approaches based on misclassifications potentially rendered 

ineffective.  

Second, different forms of fairness themselves are often incompatible with each other 

and with accuracy, demonstrating a requirement for policymakers to assess which trade-off 

they find to be the most acceptable and relevant. These decisions are beyond the scope of this 

review, requiring extensive legal and ethical considerations that policymakers would need to 
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deliberate. Further, these decisions are likely localised decisions that could differ, for example, 

across countries, jurisdictions, risk assessment instruments, or recidivism types. Policymakers 

may also have different notions of which form of fairness is most pivotal to satisfy. They may 

wish to focus on maximizing predictive parity (or calibration) with a focus on public safety, or 

alternatively, they may wish to place the focus on maximizing error rate balance with the aim 

of ensuring equal personal liberty across cultures (i.e., racial justice; Skeem & Lowenkamp, 

2020). Further, it should be recognized by researchers, policymakers, and users moving 

forward that if particular forms of fairness are satisfied (e.g., AUC values or error rate balance), 

yet the base rates of recidivism differ across cultural groups, other forms of fairness are not 

and cannot be satisfied (e.g., predictive parity). Continued research is therefore encouraged 

into the best possible trade-offs that can be achieved among varying types of fairness, as well 

as between fairness and the accuracy of risk assessment instruments.  

Finally, varying solutions have been proposed to increase fairness; however, none is 

without limitations. The creation or alteration of assessments encompasses significant 

feasibility issues and would need to demonstrate that accuracy had not been considerably 

impacted. Altering assessments and a focus on clinician training ignores the issue of unequal 

base rates that inevitably leads to unfairness of some kind. Statistical methods proposed, such 

as employing culture as an indicator, differential item functioning, and exploring factorial and 

latent constructs, primarily focus on identifying the nature of the unfairness and do little to 

resolve it. Although altering test norms may lead to an increase in statistical parity, it will likely 

result in other fairness definitions and accuracy being compromised. Statistical learning 

methods, whilst able to overcome issues such as base rates without impeding too heavily on 

predictive validity, can result in algorithms that require further computations in order to 

establish how a prediction is being made. Regardless, the continued testing and exploration of 

these approaches should be encouraged to further the literature. Specifically, the use of novel 



53 
 

statistical learning methods should be investigated as they provide a more direct, feasible, 

statistically rigorous, and time-sensitive solution, with initial research demonstrating promise 

in increasing cross-cultural fairness on forensic risk assessment instruments (see Wadsworth 

et al., 2018). Although achieving total fairness is impossible, we should focus our attention on 

which types of fairness are the most critical to satisfy, how to best achieve this, and the publicly 

acceptable trade-offs possible among varying types of fairness and accuracy to inform and aid 

policymakers in decision making moving forward.   
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Chapter Three: General Research Methodology 

3.1 Introduction 

This chapter will initially provide a brief overview of the design and sample used for 

this research. Further information about where the data was sourced, the data linkage, and the 

data cleaning process is then provided. The coding of specific variables, including recidivism 

and demographics, is detailed, as is information about the risk assessment instrument that was 

used for measurement. Information surrounding sample demographic characteristics is then 

discussed, followed by data analytic approaches and methods utilised in the empirical studies, 

and research ethics.  

3.2 Research Design 

The current research was a retrospective study that examined and aimed to increase the 

discrimination and fairness of a risk assessment instrument for both Aboriginal and Torres 

Strait Islanders and non-Aboriginal and Torres Strait Islanders from Victoria, Australia. All 

empirical studies involved in this research include quantitative analyses of an individual’s score 

on a risk assessment instrument and recidivism. 

3.3 Sample 

The sample initially included 561 individuals sentenced to a term of imprisonment for 

a serious violent offence as detailed in schedule 1 (clause 3) of the Sentencing Act 1991 (Vic) 

from Victoria, Australia, and who were received into prison between January 2015 and 

December 2017. This included 109 (19.43%) individuals who had not been released from 

prison by the end of the recruitment period for the current thesis. This resulted in a sample of 

452 individuals for which the utility of the Level of Service/Risk Need Responsivity (LS/RNR) 
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could be examined. However, for a clearer sample, the 72 (15.93%) females from the sample 

were also removed, resulting in a final sample of 380 males.  

Within the final sample, 231 (60.79%) individuals were assessed while serving a prison 

sentence. The mean length of incarceration for those individuals who were assessed while in 

prison was 607.66 days (SD = 385.09, median = 532, range 32 to 3018 days). There were a 

further 148 (38.95%) individuals who were assessed while completing a community 

corrections order, and 1 (0.26%) individual who was assessed while on parole. The sample 

included 180 (47.37%) individuals who identified as Aboriginal and/or Torres Strait Islanders 

and 200 (52.63%) who were non-Aboriginal and Torres Strait Islanders.  

The individuals were assessed by correction officers with the LS/RNR during their 

respective incarceration, community correction order, or parole periods. As displayed in Table 

1, the proportions of Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders who were assessed with the LS/RNR while incarcerated, serving a community 

corrections order, or on parole were similar. 

 

Table 1 

Incarceration, Community Correction Order, and Parole Orders by Group 

 Aboriginal and Torres 

Strait Islander 

Non-Aboriginal and 

Torres Strait Islander 

 n % n % 

Incarcerated 108 60 123 61.5 

Community Correction Order 72 40 76 38 

Parole Order 0 0 1 0.5 
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For individuals to be eligible to be assessed with the LS/RNR, they originally had to be 

serving a prison sentence of at least six months and receive at least a moderate assessment of 

risk on an initial assessment of risk, which was established using the Level of Service 

Inventory-Revised Screening Version (LSI-R: SV; Andrews & Bonta, 1998). An initial 

LS/RNR was then completed by corrections officers within six weeks of the LSI-R: SV. As 

there are dynamic items within the LS/RNR, an individual can be assessed with the LS/RNR 

multiple times. Completions of the LS/RNR, demographics, and dates relating to incarceration, 

community correction orders, and parole were obtained from Corrections Victoria. The total 

number of assessors (i.e., corrections officers) who administered the LS/RNR for this specific 

sample was unknown as this information was not provided. The follow-up recidivism data (i.e., 

new police charges) was obtained from the Victorian Police Law Enforcement Assistance 

Program (LEAP) database.  

3.4 Data Sources 

3.4.1 Corrections Victoria 

Corrections Victoria is a unit of the Department of Justice and Community Safety that 

is responsible for policy, standards, and management of Victoria’s correctional facilities. It is 

also responsible for the development of programs to aid in the management and rehabilitation 

of prisoners, including the administration of the LS/RNR to prisoners (Corrections Victoria, 

2020a). The LS/RNR data for any assessments conducted for those sentenced to a term of 

imprisonment for a serious violent offence and received into prison between January 2015 and 

December 2017 was extracted and provided by Corrections Victoria for the current sample. 

This included assessment information that was obtained for the current sample when they were 

received into prison, began a community corrections order, or were placed on parole. The 

assessment data comprised the LS/RNR item-level data, risk factor scores, and overall risk 
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level. Corrections Victoria also provided dates of LS/RNR completion, as well as dates that 

individuals were received into and released from prison, or the start and end dates of 

community corrections orders and parole. Numerous demographics for the sample were also 

provided, including date of birth, ethnicity, marital status, employment, education history, and 

index offence.  

3.4.2 Victoria Police Law Enforcement Assistance Program (LEAP)  

LEAP is an online database that was introduced state-wide in Victoria in March 1993 

(Victoria Police, 2019). LEAP contains information about Victorian individuals that have had 

contact with Victoria Police, including information about crimes, missing persons, and family 

incidents. This database is routinely updated with information and is utilised by Victoria Police 

to develop criminal statistics and for data analysis purposes. This database incorporates in 

excess of 5000 individual statutory and common law offences that are grouped into 27 offence 

categories, further divided into four classes of crime against the person, crime against property, 

drug offences, and other crimes. Recidivism data was obtained through the LEAP database, 

with individuals charged by Victoria Police while at risk to the community being labelled as 

recidivists. The information provided included the report date of any new charge (or charges), 

the date the offence was committed, the date the offence was charged, and the offence 

description for the period of January 2015 to December 2019. This data was extracted by 

Victoria Police staff based on the list of individuals provided by Corrections Victoria. 

3.5 Procedure 

3.5.1 Data Collection  

A study sample was identified by Corrections Victoria for which a master participant 

list was created. All Aboriginal and Torres Strait Islanders who were received into prison for a 

serious violent offence within the study recruitment period were eligible to be sampled. Non-
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Aboriginal and Torres Strait Islanders were then randomly sampled to have approximately 

similar sample sizes for both groups. The master participant list for this sample included 

information such as the individual’s full name, date of birth, Corrections Reference Number 

(CRN), and a unique study identifier. This was used to identify Corrections Victoria offender 

files in order to extract the LS/RNR and demographic information. This master participant list 

was also supplied to Victoria Police for the purpose of data extraction from Victoria Police’s 

LEAP database. The information was returned at each step to the researchers with all the 

identifying information removed. Once all the data was collected, identifying information was 

also removed from the master participant list. The unique identifiers used by both Corrections 

Victoria and Victoria Police were retained within the master participant list and information 

was provided in order to link the datasets.  

3.5.2 Data Cleaning and Linkage  

The unique study identifier was used to link each of the records provided by Corrections 

Victoria and Victoria Police, resulting in the final dataset to be analysed. Initially, the first 

LS/RNR completion for each individual was obtained to enable the longest follow up period. 

For those individuals whose first assessment was during a period of incarceration, the latest 

assessment that occurred within that incarceration period prior to release was chosen to account 

for the LS/RNR items that measured dynamic (i.e., changing) information (e.g., current alcohol 

and drug use). The unique identifier for these completions was then matched to the unique 

identifiers within the recidivism data provided by Victoria Police’s LEAP database. Any new 

charges that were recorded to have occurred after the completion of the LS/RNR assessment 

were retained and regarded as recidivism. The unique identifiers and date of each LS/RNR 

completion were then matched to either a period of incarceration, community correction orders, 

or parole. This enabled the identification of individuals who were still incarcerated and those 

who had previously been released and had the opportunity to engage in recidivism. Last, all 
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demographic information that was provided by Corrections Victoria was matched to the 

LS/RNR and recidivism data by using the unique identifier for each individual. All linkage of 

information about the individuals in the current sample was conducted by researchers from the 

Centre for Forensic Behavioural Science, Swinburne University of Technology.  

3.6 Coding of Variables 

3.6.1 Demographic Variables 

To enable a comparison of cross-cultural fairness and discrimination across groups, the 

sample was divided into Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders. This was based on information provided by Corrections Victoria. Although 

this was a straightforward way of distinguishing between Aboriginal and Torres Strait Islander 

and non-Aboriginal and Torres Strait Islander groups, and it is similar to what has been done 

in previous research (e.g., Hsu et al., 2010), it does include a number of limitations. First, the 

non-Aboriginal and Torres Strait Islander group encompasses a significant number of other 

cultures. Australia is a multi-cultural society (Australian Bureau of Statistics, 2020a, 2020b) 

and, therefore, the non-Aboriginal and Torres Strait Islander group incorporates both those 

with an English speaking background and those who are culturally and linguistically diverse 

(CALD). However, the non-Aboriginal and Torres Strait Islander group was unable to be 

further classified into more distinct cultural groups for the present study due to inadequate 

information. Further, information such as country of birth and primary language that can be 

used to identify those who are CALD, did not have sufficient variation to develop a CALD 

subgroup. Specifically, the majority (n = 166, 83%) of the non-Aboriginal and Torres Strait 

Islander group identified Australia as their country of birth, and all 200 identified English as 

their primary language.  
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Second, Aboriginal and Torres Strait Islanders comprise hundreds of groups, with high 

levels of diversity existing among different tribes, clans, and language groups (Australian 

Institute of Health and Welfare, 2020). However, this information was not sufficiently or 

accurately recorded. Additionally, the limited sample size of the study was not sufficient to 

divide both the non-Aboriginal and Torres Strait Islander or Aboriginal and Torres Strait 

Islander groups further into more representative and accurate cultural groups. The Aboriginal 

and Torres Strait Islander group are further non-representative of the true population as they 

were oversampled for the present thesis to enable comparisons between groups. Specifically, 

Aboriginal and Torres Strait Islanders comprised 47.3% of the total sample when they only 

comprise approximately 9% of the adult prison population in Victoria (Australian Bureau of 

Statistics, 2018a). 

3.6.2 Recidivism Variable 

For the current research, recidivism was defined as any future incident within the 

community that resulted in a police charge. The outcome of recidivism was assessed in a binary 

format where an individual was classified as a recidivist (1) or a non-recidivist (0). Across the 

entire sample, the majority were classified as recidivists by the end of the follow up period (n 

= 306, 80.56%), with 154 (85.56%) Aboriginal and Torres Strait Islanders and 152 (76%) non-

Aboriginal and Torres Strait Islanders being classified as recidivists. For those individuals who 

engaged in recidivism, the average time from LS/RNR completion to recidivism was 293.56 

days (SD = 285.36, median = 220.5, range = 1 to 1533 days). The average was slightly lower 

for Aboriginal and Torres Strait Islanders (M = 279.47, SD = 266.63, median = 220, range = 5 

to 1362 days) than for non-Aboriginal and Torres Strait Islanders (M = 307.84, SD = 303.38, 

median = 220.5, range = 1 to 1533 days).  
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3.7 Sample Demographics  

The average age of the sample at the time of LS/RNR assessment was 32.17 years (SD 

= 8.69, ranging from 19 to 57 years of age). Age at LS/RNR assessment was found to be similar 

for Aboriginal and Torres Strait Islanders (M = 31.29, SD = 8.38, range = 18 to 51 years of 

age) and non-Aboriginal and Torres Strait Islanders (M = 32.96, SD = 8.92, range = 18 to 57 

years of age). Further demographic information that was provided by Corrections Victoria is 

presented below in Table 2.  

The majority of the demographic variables were similar across Aboriginal and Torres 

Strait Islanders and non-Aboriginal and Torres Strait Islanders. Specifically, marital status and 

highest level of education were comparable, with the non-Aboriginal and Torres Strait Islander 

group having a slightly higher proportion reaching higher levels of education. The biggest 

disparities were found in employment status, with Aboriginal and Torres Strait Islanders 

having a larger proportion of unemployed. Across these demographics, the majority of the 

sample (including both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders) were never married or single, had completed part of secondary school as their 

highest level of education, and were unemployed at the time of assessment.  
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Table 2 

Demographic Information of Sample 

 Overall 
Aboriginal and Torres 

Strait Islanders 

Non-Aboriginal and 

Torres Strait Islanders 

Variable n % n % n % 

Marital Status       

   Never Married / Single 248 65.26 120 66.67 128 64.00 

   De Facto 89 23.42 41 22.78 48 24.00 

   Married 20 5.26 9 5.00 11 5.50 

   Separated  11 2.89 6 3.33 5 2.50 

   Divorced 6 1.58 1 0.56 5 2.50 

   Widowed 4 1.05 2 1.11 2 1.00 

   Unknown/Not Stated 2 0.53 1 0.56 1 0.50 

Highest Level of Education       

   Part of Primary School  3 0.79 2 1.11 1 0.50 

   Completed Primary School 3 0.79 2 1.11 1 0.50 

   Part of Secondary School 346 91.05 166 92.22 180 90.00 

   Secondary School 8 2.11 2 1.11 6 3.00 

   Trade/Apprenticeship  5 1.32 3 1.67 2 1.00 

   Tertiary  2 0.53 0 0 2 1.00 

   Unknown  13 3.42 5 2.78 8 4.00 

Prior Employment       

   Unemployed 204 53.68 104 57.78 100 50.00 

   Employee 97 25.53 42 23.33 55 27.5 
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3.8 Risk Assessment Instrument  

3.8.1 The Level of Service/Risk Need Responsivity (LS/RNR; Andrews et al., 2008)  

The LS/RNR is an actuarial instrument designed to estimate general recidivism risk and 

detect criminogenic needs. Further, it provides structure in the management and treatment 

planning of prisoners. As well as General Risk/Needs section, the LS/RNR also looks at 

strengths and protective factors, responsivity considerations, specific risk and need factors, and 

non-criminogenic needs. However, for the purpose of the present thesis, only the General 

Risk/Needs section was used for analysis. 

The General Risk/Needs section comprises eight factors that are scored using 43 items 

– Criminal History (8 items), Education/Employment (9 items), Family/Marital (4 items), 

Leisure/Recreation (2 items), Companions (4 items), Alcohol/Drug Problem (8 items), 

Procriminal Attitude (4 items) and Antisocial Pattern (4 items). Each of these items is 

 Overall 
Aboriginal and Torres 

Strait Islanders 

Non-Aboriginal and 

Torres Strait Islanders 

Variable n % n % n % 

Prior Employment (cont.)       

   Employer 1 0.26 0 0 1 0.50 

   Self-Employed  22 5.79 10 5.56 12 6.00 

   Student 4 1.05 2 1.11 2 1.00 

   Home Duties 1 0.26 0 0 1 0.50 

   Pensioner 44 11.58 18 10.00 26 13.00 

   Other 1 0.26 0 0 1 0.50 

   Unknown/Not Stated  6 1.58 4 2.22 2 1.00 
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ultimately scored as 0 if absent and 1 if present, and the present problematic items are summed 

up to create respective factor scores and a total General Risk/Needs score. Using the total score, 

individuals can be categorised into various risk levels that include very low risk (0–4), low risk 

(5–10), medium risk (11–19), high risk (20–29) and very high risk (30–43).  

Where appropriate, an override of the risk level can be considered. Administrators can 

review and override the General Risk/Needs score using their professional judgement. 

Corrections Victoria requires that any request for an override be accompanied with supporting 

comments and formally approved. Further, the risk level of the LS/RNR can only be overridden 

up or down by one risk category, for example, low risk to medium risk or medium risk to high 

risk (Corrections Victoria, 2020b). In the case of the present study, no overrides were detected 

in the final sample. Inter-rater reliability for the present thesis was unable to be determined as 

the information provided by Corrections Victoria included the item scores and risk factor 

scores that were completed by a single assessor (i.e., corrections officer) only.  

3.9 Data Analytical Approach 

All data was analysed through RStudio using R version 4.0.2 (R Core Team, 2021). 

Numerous packages were utilised, including the tidyverse packages (Version 1.3.0; Wickham, 

2019) for data cleaning and management, rms (Version 6.0-1; Harrell, 2020) for logistic 

regression, pROC (Version 1.16.2; Robin et al., 2020) to generate receiver operating 

characteristic (ROC) curves and AUC values, survival (Version 3.2-7; Therneau, 2020), and 

survminer (Version 0.4.8; Kassambara et al., 2020) for survival analysis, caret (Version 6.0-

88; Kuhn, 2021) for model training and cross-validation, glmnet (Version 4.1-2; Friedman et 

al., 2021) for penalised logistic regression, randomForest (Version 4.6-14; Liaw & Wiener, 

2018) for random forest algorithms, gbm (Version 2.1.8; Greenwell et al., 2020) for stochastic 

gradient boosting, e1071 (Verision 1.7-8; Meyer et al., 2021) for support vector machine 
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algorithms, cutpointr (Version 1.1.1; Thiele, 2021) to generate optimal cut-offs, and iml 

(Version 0.10.1; Molnar, 2020) to calculate Shapley Values. 

3.9.1 Predictive Validity  

Predictive validity refers to whether the total score or the risk category of a risk 

instrument accurately predicts the probability of recidivism (Singh, 2013). For the current 

thesis, this refers to the ability of the LS/RNR general risk score to predict recidivism. The 

predictive validity of the LS/RNR was established through survival analysis.  

3.9.1.1 Survival Analysis. Cox regression analyses (Cox, 1972) were used to establish 

the predictive validity of the LS/RNR risk score while also accounting for individual 

differences in time at risk to the community. Further, Cox regression analyses were also utilised 

to observe the impact that Aboriginal and Torres Strait Islander status had on recidivism. A 

‘time at risk’ variable to measure survival time was created that started at the date of release 

from prison for individuals who were incarcerated or from the date of LS/RNR assessment for 

those who were not incarcerated (i.e., those who were completing a community corrections 

order or parole order). The end date was either the date of the first offence for those individuals 

who went on to receive a charge, or the end of the follow up period (31-12-2010) for those 

individuals who did not receive a charge. Individuals who were subject to another period of 

incarceration within these dates had the dates of incarceration summed and removed from their 

total time at risk. This ensured that the time at risk variable only captured an individual’s true 

time at risk within the community and not periods of incarceration.  

Cox regression analyses produce hazard ratios (eB) that represent the increase in the 

hazard of recidivism for a 1 unit increase in the predictor variables (LS/RNR total risk score 

and Aboriginal and Torres Strait Islander status). A hazard ratio greater than 1 represents a 

predictor that is associated with an increased risk of recidivism, whereas a hazard ratio less 
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than 1 represents a predictor that is associated with a decreased risk of recidivism. To visually 

observe the survival time differences between Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders, Kaplan-Meier survival curves were plotted. 

Overall, the whole sample had an average time at risk of 289.95 days (SD = 339.72, 

median = 129, range = 1 to 1589 days). The average time at risk for Aboriginal and Torres 

Strait Islander people was 232.43 days (SD = 270.20, median = 116.5, range = 4 to 1350 days). 

This was less than the average time at risk for non-Aboriginal and Torres Strait Islanders (M = 

341.72, SD = 385.28, median = 172.50, range = 1 to 1589 days). When observing those 

individuals who received a charge, the average time at risk before recidivism was 184.75 days 

(SD = 233.80, median = 89.50, range = 1 to 1515 days). Those Aboriginal and Torres Strait 

Islanders who went on to engage in recidivism were at risk in the community on average for 

167.97 days (SD = 203.28, median = 83, range = 4 to 1258 days), and non-Aboriginal and 

Torres Strait Islanders who went on to engage in recidivism were at risk in the community on 

average for 201.74 days (SD = 260.70 days, median = 96.50 days, range = 1 to 1515 days).  

3.9.2 Discrimination Indices 

Discrimination indices assess how well a risk assessment instrument is able to 

distinguish between individuals who go on to engage in recidivism from those who do not 

(Cook, 2007). For the current thesis, the discrimination of the LS/RNR was assessed by two 

forms of discrimination indices, including the area under the receiver operating characteristic 

curve and the cross area under the receiver operating characteristic curve.  

3.9.2.1 Receiver Operating Characteristic (ROC)/ Area under the Curve (AUC). 

The area under the receiver operating characteristic (ROC) curve was utilised as a measure of 

discrimination. The ROC curve considers the sensitivity (the proportion of those accurately 

predicted to engage in recidivism from all those who were recidivists) and specificity (the 
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proportion of those accurately predicted to not engage in recidivism from all those who were 

not recidivists). The ROC curve plots the sensitivity against 1 – specificity at various thresholds 

and is unimpeded by differing base rates across groups (Cook, 2007; Singh, 2013). The area 

under the curve (AUC) is typically calculated and can range from 0 to 1, with the midpoint 

(.50) demonstrating discrimination at chance levels (Cook, 2007; Helmus & Babchishin, 2017; 

Rice & Harris, 2005). The AUC can be understood as the probability that a randomly selected 

individual who engaged in recidivism received a higher risk score than a randomly selected 

individual who did not (Helmus & Babchishin, 2017; Singh, 2013; Singh et al., 2013; Swets et 

al., 2000).  There are varying benchmarks of what can constitute a small, medium, and large 

effect size for the AUC value (Cohen, 1988; Rice & Harris, 2005; Singh et al., 2013; Swets, 

1988). A common approach used in previous forensic psychology and criminology research 

that was adopted for the present thesis is: values between .56-.63 indicate a small effect, .64-

.70 a medium effect, and .71 and above as a large effect (Rice & Harris, 2005). AUC was 

determined for the LS/RNR overall and individually for both Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders.  

3.9.2.2 Cross Receiver Operating Characteristic (xROC)/ Cross Area under the 

Curve (xAUC). The cross area under the curve (xAUC; Kallus & Zhou, 2019) is an alteration 

of the traditional AUC that measures discrimination between groups. The traditional AUC 

compares within groups (e.g., recidivists and non-recidivists within Aboriginal and Torres 

Strait Islanders), whereas the xAUC is a better measure for identifying disparities between 

groups. A cross receiver operating characteristic (xROC) plots the sensitivity against 1 – 

specificity at various thresholds for two sets of groups for which a xAUC can be calculated. 

The first set contains the positive outcome (i.e., non-recidivist) from one of the groups (i.e., 

Aboriginal and Torres Strait Islander) and the negative outcome (i.e., recidivist) from the other 

group (i.e., non-Aboriginal and Torres Strait Islander). The second set contains the opposite of 
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the first set (i.e., Aboriginal and Torres Strait Islander recidivists and non-Aboriginal and 

Torres Strait Islander non-recidivists). Therefore, the xAUC measures the probability that a 

randomly selected individual who engages in recidivism from one of the groups received a 

higher risk score than a randomly selected individual who did not engage in recidivism from 

the other group. This way, discrimination is assessed between groups instead of within and can 

also be understood as a form of fairness. Here, if discrimination is fair between groups, 

recidivists from one group should receive higher risk scores compared to the non-recidivists 

from the other group for both sets that the xAUC can be calculated for. In empirical studies 

one and two, the xAUC is used as a measure of discrimination. However, it is also discussed 

as a form of fairness between Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders.  

3.9.3 Fairness 

The fairness of the LS/RNR across Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders that was calculated for this research included error rate 

balance, calibration, predictive parity, and statistical parity. Both predictive parity and error 

rate balance metrics can be understood with the use of a confusion matrix as represented in 

Table 3. Using the information contained within a confusion matrix, positive predictive values, 

negative predictive values, false positive rates, and false negative rates can be calculated. 
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Table 3 

Confusion Matrix of Predicted and Observed Outcomes with Fairness Calculations 

 Recidivist  Non-Recidivist  

Predicted to be a 

recidivist 

True Positive (TP) False Positive (FP) PPV = TP/(TP+FP) 

Not predicted to be a 

recidivist 

False Negative (FN) True Negative (TN) NPV = TN/(FN+TN) 

 FNR = FN/(TP+FN) FPR = FP/(FP+TN)  

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate; TP true positive; FP false positive; FN false negative; TN true negative.  

 

For the four fairness metrics (PPV, NPV, FNR, and FPR) that can be calculated using 

the above confusion matrix, a cut-off point is required in risk scores to distinguish between 

those predicted to engage in recidivism (i.e., those determined as high risk or above that cut-

off value) and those not predicted to engage in recidivism (i.e., those determined as low risk or 

below the specified cut-off value). However, the LS/RNR has more than two risk 

classifications and using a single cut-off value does not reflect how the instrument is used in 

practice. Further, research has also demonstrated that differing cut-off scores result in 

variations in values as the proportions of low risk and high risk classifications change (Zottola 

et al., 2021). Therefore, error rate balance and predictive parity were computed for all LS/RNR 

total risk scores for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders and compared across each LS/RNR risk score (i.e., cut-off value) for Empirical 

Study One.  
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For Empirical Study Two, fairness was calculated for numerous statistical learning 

methods, and due to the number of metrics that needed to be reported, a cut-off value was 

utilised for this study. There are numerous ways to determine a cut-off value (Kuhn & Johnson, 

2013), with none deemed to be the best method. For the present study, the cut-off was 

determined by the cut-off value that yielded the smallest distance to the point 0, 1 on the ROC 

space. Although Empirical Study Two aimed to increase fairness between Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders, achieving this while still 

maintaining acceptable levels of discrimination was also pivotal. Therefore, this approach was 

utilised as an instrument that passes through 0, 1 in the ROC space reflects perfect levels of 

discrimination. A cut-off value was calculated using this method for the LS/RNR total risk 

score as well as for each statistical learning method.  

The following sections will define each fairness definition used in this thesis and 

discuss how they were assessed.  

3.9.3.1 Error Rate Balance. The error rate balance in a risk assessment instrument is 

satisfied when the false negative rate (FNR) and false positive rate (FPR) is equal across groups 

(Chouldechova, 2017). The FNR refers to the proportion of individuals who recidivate who are 

classified as low risk (or were predicted not to recidivate) and was calculated by calculating: 

False Negative Rate =
False Negative

(True Positive + False Negative) 

 This was calculated for both Aboriginal and Torres Strait Islanders and non-Aboriginal 

and Torres Strait Islanders. The FPR refers to the proportion of individuals who are classified 

as high risk (or were predicted to engage in recidivism) who do not engage in recidivism and 

was calculated by calculating: 

False Positive Rate = 
False Positive

(True Negative + False Positive) 
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This was calculated for both Aboriginal and Torres Strait Islanders and non-Aboriginal 

and Torres Strait Islanders. The FNR and FPR were then compared across groups for 

equivalence across all available cut-off thresholds in Empirical Study One and at a specific cut-

off threshold in Empirical Study Two. 

3.9.3.2 Calibration. Calibration across groups in a risk assessment instrument refers to 

similarities in the likelihood of recidivism across risk scores or classifications (Chouldechova, 

2017; Corbett-Davies & Goel, 2018; Verma & Rubin, 2018). This was observed in the 

Empirical Study One by initially comparing the proportions of recidivists across Aboriginal 

and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders by risk classification. 

This was further assessed by utilising an approach that examines if different groups 

systematically deviate from a similar regression line (i.e., slope and intercept differences) that 

relates to risk assessment scores and recidivism (see Flores et al., 2016; Monahan et al., 2017). 

Specifically, four bivariate logistic regression models were conducted and compared to test for 

differences in regression slopes and intercepts between Aboriginal and Torres Strait Islanders 

and non-Aboriginal and Torres Strait Islanders.  

In the first model, only Aboriginal and Torres Strait Islander status was used to predict 

recidivism. In the second model, the LS/RNR risk score was used to predict recidivism. The 

third model incorporated both Aboriginal and Torres Strait Islander status and the LS/RNR risk 

score to predict recidivism. The fourth model included Aboriginal and Torres Strait Islander 

status, LS/RNR risk score, and an interaction between Aboriginal and Torres Strait Islander 

status and LS/RNR risk score to predict recidivism.  

Differences in intercept were determined by comparing models two and three, with 

Aboriginal and Torres Strait Islander status adding significant incremental utility to the 

LS/RNR risk score in predicting recidivism in model three, being indicative of differences 
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between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

regression intercepts. Differences in slope were determined by comparing models three and 

four, with Aboriginal and Torres Strait Islander status significantly moderating the utility of 

the LS/RNR risk score in predicting recidivism, demonstrating differences between Aboriginal 

and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders regression slopes. If 

the regression slopes and intercepts did not differ between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders, this indicates that a risk score on the 

LS/RNR relates to the same recidivism rate for both groups. To aid in visualising the regression 

intercept and slopes for both groups, model four was used to predict the probability of 

recidivism across all possible LS/RNR risk scores. Predictions by risk score were then grouped 

for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

and plotted.  

For Empirical Study Two, calibration was unable to be assessed in this way due to 

statistical learning methods producing a predicted probability of recidivism. Therefore, Brier 

scores (Brier, 1950) were used for Empirical Study Two as a measure of alignment between 

prediction and outcome. Specifically, Brier scores measure the squared error between the 

predicted probability of recidivism (which ranged between 0 and 1) and the outcome (specified 

as 0 if the individual did not engage in recidivism and 1 if the individual did engage in 

recidivism). A lower Brier score indicates better predictive performance and predictions that 

are more accurate. Brier scores can range from zero to one, with the worst possible Brier score 

being one, and the best possible Brier score being zero. Brier scores were calculated for the 

sample overall, as well as for Aboriginal and Torres Strait Islanders, and non-Aboriginal and 

Torres Strait Islanders for each statistical learning method.  

3.9.3.3 Predictive Parity. Predicted parity in a risk assessment instrument is satisfied 

when the positive predictive values (PPV) of both groups are equivalent (Chouldechova, 2017). 
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The PPV refers to the proportion of those individuals who engage in recidivism from all those 

predicted to engage in recidivism and was determined by calculating: 

Positive Predictive Value = 
True Positive

(True Positive + False Positive) 

 This was calculated for both Aboriginal and Torres Strait Islanders and non-Aboriginal 

and Torres Strait Islanders. An extension of this is that where the negative predictive values 

(NPV), or those individuals who do not go on to engage in recidivism from all those predicted 

to not engage in recidivism, is also equivalent across groups (Berk et al., 2018). This was 

determined by calculating: 

Negative Predictive Value =
True Negative

(True Negative + False Negative) 

 This was calculated for both Aboriginal and Torres Strait Islanders and non-Aboriginal 

and Torres Strait Islanders. The PPV and NPV were then compared across groups for 

equivalence across all available cut-off thresholds in Empirical Study One and at a specific cut-

off threshold in Empirical Study Two. 

3.9.3.4 Statistical Parity. Statistical parity in a risk assessment instrument is satisfied 

when the proportion of individuals in risk classifications, or the distribution of risk scores, is 

equal across groups (Berk et al., 2018; Chouldechova, 2017; Corbett-Davies et al., 2017; Huq, 

2019). For the current research, a comparison of mean scores on the General Risk/Needs 

section of LS/RNR for both Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders was conducted for Empirical Study One using an independent samples 

t-test with Cohen’s d reported as a measure of effect size. This included the overall risk score 

from the General Risk/Needs section as well as the eight risk factors. For Empirical Study Two, 

using the cut-off method specified above (closest point to 0,1 on the ROC space), statistical 

parity was assessed by comparing the proportion of Aboriginal and Torres Strait Islanders to 
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the proportion of non-Aboriginal and Torres Strait Islanders whose predicted probability of 

recidivism fell above that cut-off. Those whose predicted probability of recidivism was above 

the cut-off threshold were classified as high risk, and those who fell below the cut-off threshold 

were classified as low risk. This high risk proportion was then compared across groups for the 

LS/RNR total risk score and each of the statistical learning methods.  

3.9.4 Statistical Learning Methods 

The following section details the statistical learning methods (i.e., machine learning 

algorithms) utilised to increase the discrimination and fairness of the LS/RNR using the items 

from the LS/RNR. These statistical learning methods were specifically used to predict if an 

individual would go on to engage in recidivism. This section also details the sampling 

technique used to assess the performance of each statistical learning method. The best tuning 

parameters for each statistical learning method were established through cross-validation in the 

training set by testing a comprehensive range of parameter values and combinations. 

3.9.4.1 Logistic Regression. Logistic regression is used to assess the probability of a 

binary dependent outcome (e.g., an individual who either went on to engage in recidivism or 

who did not) with specified continuous and/or categorical predictors (Hair et al., 2019). 

Logistic regression was used in the current research as a baseline comparison to assess the 

performance of the other algorithms against. This method offers a transparent and interpretable 

approach to predicting the likelihood of recidivism when compared to some other statically 

learning methods that were utilised in this thesis, with B weights explicitly expressed to enable 

the individual importance of predictors (Breiman, 2001b). Using logistic regression, therefore, 

helped to weigh the benefits of a transparent and interpretable model in comparison with a 

potentially complex and inscrutable model that can offer increased predictive accuracy and 

discrimination.  
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3.9.4.2 Penalised Logistic Regression. Penalised logistic regression was also used for 

the current study as it aims to increase the predictive power of logistic regression by increasing 

the simplicity of the model and reducing overfitting (i.e., when a model also picks up on the 

unique noise of the sample and has poorer accuracy when used on a new sample) and the impact 

of collinearity (Kuhn & Johnson, 2013; Salo et al., 2019; Zou & Hastie, 2005). This is achieved 

by adding a penalty term as a parameter to predictors and reducing regression coefficients 

towards zero. Specifically, ridge regression (Hoerl & Kennard, 2000) imposes a penalty term 

on the squared size of the coefficients and shrinks irrelevant (i.e., the least predictive) predictor 

coefficients towards zero. All predictors are retained in the final model as no predictors are set 

to exactly zero. The lasso regression (Tibshirani, 1996; Tibshirani, 2011) imposes a penalty on 

the absolute value of the coefficients and shrinks irrelevant predictor coefficients completely 

to zero. This produces a simpler and more interpretable regression model that incorporates only 

the most important predictors.  

Both of these forms of penalised logistic regression can be seen as ordinary logistic 

regressions when the penalty parameters are set to zero. As the penalty parameters increase, 

the models approach a null model in which the coefficients are zero. Elastic net regression (Zou 

& Hastie, 2005) was specifically used for the current study as it combines these two forms of 

penalised logistic regression. Here, another parameter term is imposed that mixes and signifies 

the type of penalty used, ranging from 0 to 1, where 0 reflects a pure ridge regression penalty 

and 1 reflects a pure lasso regression penalty (Friedman et al., 2021; Kuhn & Johnson, 2013). 

A value between 0 and 1 will shrink some coefficients towards zero (i.e., ridge regression) and 

some to exactly zero (i.e., lasso regression).  

3.9.4.3 Random Forests. Random forests (Breiman, 2001a) is an ensemble based 

algorithm (i.e., a combination of numerous algorithm predictions) of decision trees. Random 

forests combine the concepts of bagging with random feature selection. In other words, a 
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number of training datasets are generated through bootstrap sampling of the original training 

data, which are then used to generate a set of algorithms. Each tree is grown on a new training 

set in which only a random subset of features is tried through each split in the tree. This 

introduces randomness to the tree construction process and helps to minimise the correlation 

between trees and improve accuracy (Hastie et al., 2009; Kuhn & Johnson, 2013; Lantz, 2015). 

The predicted probabilities across trees were aggregated and the average predicted probability 

was used once the ensemble of decision trees (i.e., forest) was generated. 

3.9.4.4 Stochastic Gradient Boosting. Stochastic gradient boosting (Friedman, 2002) 

is a consecutive learning process in which a weak learner (i.e., a learner, often a decision tree, 

that predicts slightly better than random) is applied repeatedly to the data (Kuhn & Johnson, 

2013). It seeks to find an additive algorithm that will minimise the loss function (e.g., squared 

error). Initially, specified predicted values are utilised (e.g., this can be the average) so that the 

residual can be established between that predicted value and the observed (Lantz, 2015). Then, 

using a random subsample of the training data, a weak learner (e.g., a decision tree) is grown 

to fit the residuals, and the algorithm is then used to predict that subsample. The predicted 

values are then updated by adding the newly predicted values to the previously predicted 

values. This continues for a specified number of iterations, with new decision trees being grown 

to fit the residuals of previous trees (i.e., the difference between the most recent predicted value 

and the observed), and new predicted values being added to the previous.  

Similar to random forests, the final prediction is based on an ensemble of trees. 

However, with gradient boosting, the trees are not created independently, nor are they equal in 

their contribution to the final outcome. Instead, each tree is dependent on past trees and is 

weighted depending on how much of an influence they have over the final outcome (Kuhn & 

Johnson, 2013; Lantz, 2015). The use of a random subsample helps increase the accuracy, 

execution speed, and robustness of the algorithm.  
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3.9.4.5 Support Vector Machines. Support vector machines (Vapnik, 1998; Vapnik, 

1999) aim to create a hyperplane (i.e., a flat boundary) between data points. In a classification 

example with two outcome classes, the hyperplane divides the space between the outcome 

classes (e.g., recidivist and non-recidivist) to create the greatest segregation between the two. 

Therefore, data points that are predicted to fall on either side of this hyperplane can be 

attributed to an outcome class. The points from each class that are closest to the hyperplane are 

referred to as support vectors and help distinguish the maximum margin hyperplane between 

the two classes (Lantz, 2015). As these data points are unlikely to be easily separable in two 

dimensions, kernels can be used to transform the data into higher dimensions, enabling 

separation. Support vector machines also enable a cost parameter to be specified, in which 

misclassifications are penalised (Kuhn & Johnson, 2013). With a large cost parameter, a 

smaller margined hyperplane would be utilised to avoid any misclassification in the training 

data, whereas for a small cost parameter, a larger margined hyperplane can be used, which may 

include some misclassified data points.  

3.9.4.6 k-Fold Cross-Validation. k-fold cross-validation is a resampling technique that 

was used to evaluate the performance of the statistical learning methods (Kuhn & Johnson, 

2013) utilised in the current study. It is a particularly useful resampling technique on smaller 

samples and helps avoid overfitting. The sample is randomly portioned into k sample sets of 

equal size. An algorithm is then fit using all the samples except the first sample set (often 

referred to as the first fold). The held out sample set is then predicted by this algorithm. The 

first sample set is then returned to the training set and the process is repeated with the second 

fold now held out and so-on until all folds have been held out. The performance of each 

algorithm’s prediction on the held out sample set is aggregated and summarised to determine 

the algorithms’ average performance. For the current study, a k of 10 was used (i.e., an 

algorithm is trained on 90% of the data and evaluated on 10% of the data 10 times), as this is 
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found to reduce bias and there has been little evidence to suggest that a higher number of folds 

adds any benefits (Kuhn & Johnson, 2013; Lantz, 2015).  

This validation process was also used to trial a number of different parameter options 

for each statistical learning method. Ultimately, the parameter options that resulted in the best 

performance (i.e., the highest AUC value) were used. For penalised logistic regression, the 

parameters included alpha, a parameter that mixes the elastic net between pure ridge and pure 

lasso regression, and lambda, a parameter that specifies the amount of coefficient shrinkage. 

For random forest, the parameters included specifying the number of trees grown as well as 

the number of predictors to be sampled for splitting at each node. For stochastic gradient 

boosting, the parameters were the number of trees grown, the depth of the tree (i.e., the number 

of splits on the tree), the shrinkage (i.e., learning rate), and the number of minimum 

observations within a terminal node. Last, for support vector machines, linear and non-linear 

(e.g., polynomial) kernels were tested to assess which resulted in the highest level of 

performance. As the performance of the support vector machines was greatest with a 

polynomial kernel, the parameters included the degree of the polynomial used to identify the 

hyperplane that split the data and the cost of a misclassification. Further, as the majority of the 

sample in the current study engaged in recidivism, upsampling was used to account for the 

imbalance in the outcome data. Upsampling involves sampling with replacement from the 

minority class, which in the current study was those who did not go on to engage in recidivism.  

3.9.5 Statistical Processing Techniques   

The section below details the different alterations applied at different stages of the 

development of the statistical learning method algorithms to assess the impact on fairness and 

predictive validity. Pre- and post-processing techniques were utilised for each of the algorithms 

discussed above. The cross-cultural fairness and discrimination of the LS/RNR were reassessed 
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after applying these alterations to the statistical learning methods to measure the impact these 

changes had. 

3.9.5.1 Pre-Processing. Pre-processing refers to the alteration of the original data used 

for the algorithm to remove any potential causes of unfairness. For example, although culture 

is not explicitly used as a predictor in a risk instrument, often there are other predictors (e.g., 

criminal history) that correlate with cultural minority groupings (Berk, 2009; Skeem & 

Lowenkamp, 2016). Therefore, the pre-processing technique utilised in this thesis involved 

using the residual in place of the predictor variables that were found to be predicted by an 

individual’s culture. Specifically, predictor variables were regressed on to culture (i.e., 

Aboriginal and Torres Strait Islander status) and the residual for each variable was utilised 

instead of the original predictor value. This approach helps to remove the association between 

an individual’s culture and other predictor variables from the data before the algorithm is 

constructed (Berk, 2009). This also helps to reduce the influence an individual’s culture may 

have on the predicted outcome.  

3.9.5.2 Post-Processing. Post-processing refers to the alteration of the outcome data 

produced by the algorithm to remove any unfairness in the prediction. The post-processing 

technique utilised in this thesis involved reassigning the outcome classification (i.e., predicted 

to be a recidivist, not predicted to be a recidivist) to aid in achieving equality in the predicted 

outcome across groups. Specifically, this was achieved through a process known as reject 

option based classification (Kamiran et al., 2012). This process relabels observation outcomes 

that are deemed to be more uncertain. In other words, where the outcomes are binary (0 = 

predicted to be a recidivist, 1 = predicted to be a recidivist), an observation with a classification 

probability of .90 (therefore labelled as ‘predicted to be a recidivist’) is seen to be specified 

with a high degree of certainty. Those that fall closer to the cut-off value, for example, at the 

midpoint of .50 (e.g., a classification probability of .51 or .47) are seen to be classifications 
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that have a higher degree of uncertainty and are influenced by biases (Kamiran et al., 2012). 

With reject option based classification, a critical region boundary (i.e., margin) is specified 

around the cut-off threshold, denoted by θ, which represents the maximum Euclidian distance 

to the cut-off that will result in relabelling. The observations that fall within this region, referred 

to as the critical region, have their labels reassigned specifically to aid in increasing parity 

among the outcome variables. In regard to the current study, the group that engaged in 

recidivism more had their observations that fell within the cut-off + θ reassigned to being 

predicted to not be a recidivist. Conversely, the group that engaged in recidivism less had their 

observations that fell within the cut-off - θ reassigned to being predicted to be a recidivist. The 

current study employed numerous θ values in order to identify the one that best balanced 

discrimination and fairness. The cut-off value was established by the same method previously 

identified for calculating fairness metrics; the closest point to 0, 1 in the ROC space.  

3.9.6 Interpretable Statistical Learning Methods 

As a number of the above statistical learning methods (and the transformations made 

to the statistical learning methods) can result in a lack of transparency in regard to the specific 

influence predictors have on the predicted outcome, Shapley Values were calculated to aid in 

increasing interpretability and an understanding of the importance variables had on the 

predicted outcome.  

3.9.6.1 Shapley Values. Shapley values (Shapley, 1953), a concept based on game 

theory, focuses on the idea that a prediction can be fairly attributed to a group of features 

(Lundberg & Lee, 2017). In regards to an algorithm, the Shapley value for a feature (i.e., 

predictor or variable) is the mean marginal contribution of that feature across all possible 

groups of features (also referred to as coalitions) to the difference between the observed 

prediction and the average prediction made by the statistical learning method (Molnar, 2019). 
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One of the benefits of using the Shapley value as an approach for increasing the interpretability 

of statistical learning methods is that it is considered a fair way of distributing the outcome 

across the features. This is because a Shapley value satisfies the properties of efficiency, 

symmetry, null players, and additivity (Molnar, 2019; Peters, 2015). Efficiency is satisfied as 

the feature contributions (i.e., Shapley values for each feature) equal the difference between a 

predicted outcome for an observation and the average outcome when summed. Symmetry is 

satisfied as two features that contribute equally to all possible coalitions will have the same 

contribution value. A null player is satisfied as a feature that does not alter the predicted value 

(regardless of the coalition it is added to) has a contribution equal to 0. Last, additivity is 

satisfied as the approach ensures that for statistical learning methods with multiple predictions, 

such as random forests, a contribution for a feature can be calculated for each prediction made 

by a decision tree and then averaged to get the contribution of that feature across the random 

forest algorithm.  

For the current thesis, Shapley values were calculated for the statistical learning 

methods that aided in increasing discrimination and/or fairness across Aboriginal and Torres 

Strait Islanders and non-Aboriginal and Torres Strait Islanders. Specifically, the Shapley values 

were calculated for the features used within the statistical learning method to see the influence 

each feature had on the difference between the observed outcome for a specific observation 

and the average prediction for that statistical learning method. This was calculated across all 

observations within the sample, and then the average absolute contribution across observations 

for each feature was calculated. The absolute average Shapley value was calculated for the 

overall sample as well as for Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders. This enabled a comparison between groups to see if the contribution of 

predictors differed by group. For ease of reporting, the top five highest mean average Shapley 

values were reported for each statistical learning method.  
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3.10 Ethical Considerations 

Ethics approval for this research was received from the Department of Justice and 

Community Safety (Victoria) Justice Human Research Ethics Committee (JHREC; Ref 

CF/18/17759) and Swinburne University Human Research Ethics Committee (SUHREC; SHR 

Project 2018/293) as part of a broader project aiming to assess the validity of current risk 

assessment instruments for the prediction of complex and serious offending in a Victorian 

offender sample. Support for the project was also received from Corrections Victoria and 

Victoria Police (see Appendix B for ethics approval and support letters). An ethics amendment 

was completed and approved with JHREC and SUHREC (see Appendix C), enabling access to 

the LS/RNR data that was collected as part of the broader research project that was specifically 

required for this particular thesis. A further ethics amendment was also completed and 

approved by JHREC (see Appendix D) that enabled empirical studies two and three (Chapters 

Five and Six) to be completed.  

Although the current research thesis was low risk due to the retrospective nature of the 

data that required no contact or recruitment of participants, several ethical considerations were 

still considered. Specifically, due to the impracticality of obtaining consent from each 

participant, this project involved the release of sensitive information about a sample of 

individuals for which informed individual consent was not obtained. Access to this sensitive 

information without informed consent was enabled through an exemption that was consistent 

with Section 2.3.10 of the National Statement on Ethical Conduct in Human Research 

(National Health and Medical Research Council, 2007).  

Further, to ensure that a breach of privacy did not occur and the protection of sensitive 

and identifying information, strong protections and procedures were employed in order to 

adhere to ethical guidelines as stipulated under the Information Privacy Principles of the 
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Privacy and Data Protection Act 2014 Vic) and the National Health and Medical Research 

Council (NHMRC; National Health and Medical Research Council, 2007). All information that 

was collected about participants was kept confidential, and identifiable information was stored 

separately from the final database that was used for the current research project. The 

information was de-identified prior to gaining access to the database, and each participant was 

assigned a unique identifier (i.e., a unique numerical identifier which was used instead of 

personal identifying information). The master participant list that initially contained identifying 

information about the individuals in the sample and that was utilised in order to collect data 

and link multiple sources of data was destroyed once the final dataset was collated. Further, 

the final data set that contained de-identified information was stored in an electronic database 

that was password protected and stored on password-protected computers. Only researchers 

named in the ethics approval from the Centre for Forensic Behavioural Science could obtain 

the passwords necessary to access the electronic database. Additionally, any identifying 

information was not published or reported on in this thesis. To further protect the 

confidentiality of the individuals in the sample, only aggregate information was used when 

discussing results and publishing findings. 
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Chapter Four: Empirical Study One  

4.1 Introduction 

Although previous research has established relatively comparable levels of 

discrimination across cultural groups on forensic risk assessment instruments, there is limited 

research exploring other statistical definitions of fairness cross-culturally. The limited studies 

that have explored these other definitions of fairness have often noted disparities between 

cultural groups that could be further disadvantaging certain cultural minority groupings within 

the criminal justice system. Yet, in Australia, there remains a scarcity of research examining 

these fairness definitions and the potential level of unfairness within forensic risk assessment 

instruments across Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders.  

This chapter presents the first empirical study that addresses the first research aim by 

responding to research questions one and two. Specifically, this paper assesses the 

discrimination of the LS/RNR with a sample of male Aboriginal and Torres Strait Islanders 

and non-Aboriginal and Torres Strait Islanders from Victoria, Australia to see if discrimination 

was similar or differed by group (research question one). Further, this paper assesses the 

fairness of the LS/RNR across Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders (research question two) by measuring a number of common fairness 

definitions (i.e., error rate balance, calibration, predictive parity, and statistical parity) that have 

emerged from a variety of disciplines, including computer science and statistics. Last, this 

paper also explores the trade-offs that exist among certain fairness definitions and the 

implications this has for increasing cross-cultural fairness.  

Empirical Study One is titled “The Cross-Cultural Fairness of the LS/RNR: An 

Australian Analysis” and is the author’s original manuscript of an article that has been 
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published by the American Psychological Association in Law and Human Behavior. Law and 

Human Behavior is a multidisciplinary peer-reviewed journal published by the American 

Psychological Association that investigates human behaviour and the law, as well as both the 

criminal justice and legal systems. As Law and Human Behavior is a journal based in North 

America, this paper has been written in American English. The Author Indication Form that 

details the contribution of each author to this manuscript is included in Appendix A. 

The citation for the published version of this article is as follows: 

Ashford, L.J., Spivak, B.L., Ogloff, J.R.P., & Shepherd, S.M. (2022). The cross-

cultural fairness of the LS/RNR: An Australian analysis. Law and Human Behavior, 46(3), 

214-226. https://doi.org/10.1037/lhb0000486  
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Abstract 

Objective: Cross-cultural research into forensic risk assessment instruments has often 

identified relatively comparable levels of discrimination. However, cross-cultural fairness is 

rarely addressed. Therefore, this study explored the discrimination and fairness of the Level of 

Service/Risk Needs Responsivity (LS/RNR) within a sample of Aboriginal and Torres Strait 

Islander and non-Aboriginal and Torres Strait Islander males convicted of a violent offense.  

Hypotheses: It was hypothesized that Aboriginal and Torres Strait Islanders would have 

comparable discrimination to non-Aboriginal and Torres Strait Islanders. It was further 

hypothesized that some fairness definitions would not be satisfied between these two groups.  

Method: The present study included 380 males (Aboriginal and Torres Strait Islander n = 180; 

non-Aboriginal and Torres Strait Islander n = 200) from Australia. Discrimination was assessed 

using the area under the curve (AUC) and the cross area under the curve (xAUC). Error rate 

balance, calibration, predictive parity, and statistical parity were used to determine fairness.  

Results: The discrimination of the LS/RNR was relatively commensurate for Aboriginal and 

Torres Strait Islanders (AUC = .60, 95% CI [.49, .70]) and non-Aboriginal and Torres Strait 

Islanders (AUC = .63, 95% CI [.55, .72]). The xAUC identified notable disparities with the 

LS/RNR being unable to discriminate between Aboriginal and Torres Strait Islander non-

recidivists and non-Aboriginal and Torres Strait Islander recidivists (xAUC = .46, 95% CI [.35, 

.57]). Disparities among certain fairness definitions were also identified, with Aboriginal and 

Torres Strait Islanders scoring higher on the LS/RNR (d = 0.52), and non-recidivists being 

classified as high risk more often.  

Conclusions: The findings suggest that the LS/RNR may not be a cross-culturally fair risk 

assessment instrument for Australian individuals convicted of a violent offense and that 
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comparable levels on more standard discrimination indices do not imply that a risk assessment 

instrument is cross-culturally fair. 

Keywords: cross-cultural fairness, forensic risk assessment, recidivism, LS/RNR 

 

Public Significance Statement  

This study identified performance disparities between Aboriginal and Torres Strait Islander 

peoples and non-Aboriginal and Torres Strait Islander Australians on the LS/RNR. Although 

the instrument was similarly effective in discriminating recidivists from non-recidivists for 

both groups, other disparities, such as false positive and false negative rate differences, suggest 

that the instrument may not assess risk fairly. Future research should aim to reduce these 

disparities to improve the cross-cultural fairness of the LS/RNR.  
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Introduction 

Forensic risk assessment instruments are currently employed in numerous countries to 

assess an individual’s risk of recidivism. These instruments are used across the criminal justice 

system to assist in identifying needs for treatment and rehabilitation (Monahan & Skeem, 

2016). Risk assessment instruments were developed after approaches relying on unstructured 

clinical judgements were found to be unreliable (Grove & Meehl, 1996). Two forms of risk 

assessment instruments have become increasingly prominent. Actuarial risk assessment 

instruments involve an algorithmic approach to assessing forensic risk. Factors deemed to be 

empirically related to risk are summed together to arrive at a probabilistic risk estimate (Doyle 

& Dolan, 2002). Structured professional judgement (SPJ) instruments were developed in 

response to critiques of actuarial instruments and their nomothetic and rigid approach. SPJ 

instruments provide clinicians with guidelines surrounding evidence-based risk factors to assist 

in determining an individual’s level of risk (Hart et al., 2017).  

The utility of actuarial and SPJ instruments is most often assessed through the area 

under the curve (AUC), which measures discrimination (Singh, 2013). This refers to a risk 

assessment instrument’s ability to distinguish between those who go on to engage in recidivism 

and those who do not. AUC values are also frequently compared to see if risk assessment 

instruments perform similarly across different groups. Research has indicated that these 

instruments commonly perform well for various cultural groups, with generally equivalent 

levels of discrimination identified for some cultural minority groups (e.g., African Americans 

and Indigenous populations of North America and Australia) and predominately White cultural 

groupings (e.g., Muir et al., 2020; Skeem & Lowenkamp, 2016; Wormith et al., 2015).  

However, comparable discrimination (e.g., AUC values) is not the only way to indicate 

that a risk assessment instrument is equally effective or cross-culturally fair. AUC comparisons 
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among cultural groups are also limited in how they observe cultural groups distinctly and can 

be understood as a within-group comparison (i.e., is the risk assessment instrument 

discriminating recidivists from non-recidivists within that cultural group?). This again 

demonstrates that comparing AUCs obtained from distinct cultural groups does not necessarily 

imply fairness or unfairness.  

As a result, Kallus and Zhou (2019) established the cross AUC (xAUC), which offers 

a more informed way of demonstrating disparity between cultural groups. The xAUC measures 

the probability of recidivists from one cultural group receiving a higher risk score than non-

recidivists from another cultural group. However, research often reports the AUC in isolation 

as a measure of discrimination (Singh et al., 2013), neglecting other measures of discrimination 

and/or measures of calibration that provide a more complete picture of a risk assessment 

instrument’s utility and fairness. Further, the xAUC is yet to be applied within the forensic 

psychology discipline as a measure to identify discrimination disparities between cultural 

groups. 

Fairness, or the equal treatment across groups by risk assessment instruments, is an 

ongoing area of contention, with critics arguing that the use of these instruments (primarily 

actuarial instruments) will lead to the over-criminalization of already disadvantaged cultural 

minorities (Day et al., 2018; Hart, 2016). Some cultural minorities are already reported to 

experience inequality within the criminal justice system, including higher chances of being 

denied parole, higher arrest rates, and an over-representation in prison (Australian Bureau of 

Statistics, 2018a; Dragomir & Tadros, 2020; Martel et al., 2011; Shepherd, Adams, et al., 

2014).  

An unfair risk assessment instrument could contribute to this inequality, with risk 

assessment-based decisions potentially having negative consequences for particular cultural 
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groups. Fairness has also become a developing area of interest across numerous academic 

disciplines, including computer science, statistics, and criminology (Verma & Rubin, 2018). 

This has resulted in a more complex and sophisticated understanding of what can constitute 

fairness, with multiple definitions that can enlighten considerations of cross-cultural fairness 

within risk instruments beyond comparisons of AUCs. 

Fairness 

Fairness has numerous definitions, including error rate balance, calibration, predictive 

parity, and statistical parity. These fairness definitions are outlined in Table 1.  

It is also worth noting that an impossibility theorem exists across fairness notions. 

Specifically, when the base rates of recidivism differ across groups, certain fairness definitions 

are incompatible. Base rates are found to differ across cultural groups, with cultural minorities 

often having higher base rates of recidivism (Flores et al., 2016; Shepherd & Strand, 2016; 

Wilson & Gutierrez, 2014). This disparity has been attributed to the discrimination within the 

criminal justice system and the social and economic disadvantages that these groups face (Day 

et al., 2018; Hart, 2016). However, it has been demonstrated that error rate balance and 

predictive parity cannot be simultaneously achieved with differing base rates (Berk et al., 2018; 

Chouldechova, 2017).  

 

 

 

 

 

 



115 
 

Table 1 

Fairness Definitions 

Fairness Definition Reference 

Error Rate 

Balance 

Equal false negative rates (FNR; the proportion of recidivists 

who were inaccurately predicted to not be recidivists/labelled 

low risk) and false positive rates (FPR; the proportion of non-

recidivists who were inaccurately predicted to be 

recidivists/labelled high risk) across groups. 

Chouldechova 

(2017) 

Calibration A risk score or risk classification has the same proportion of 

recidivists for each group (e.g., 50% of high risk 

classifications engage in recidivism in each group).  

Chouldechova 

(2017) 

 

Predictive Parity Positive predictive values (PPV; the proportion of those 

predicted to be recidivists/labeled high risk who engage in 

recidivism) and negative predictive values (NPV; the 

proportion of those not predicted to be recidivists/labeled low 

risk who do not engage in recidivism) are equal across groups. 

Berk et al. (2018) 

Statistical Parity  Equal risk score distribution across groups. Berk et al. (2018) 

 

Regardless, the majority of these definitions of fairness (besides statistical parity) have 

not been applied in certain disciplines (e.g., forensic psychology), nor are they often discussed 

in the risk assessment literature. Numerous studies that have explored the statistical parity of 

risk assessment instruments have identified that cultural minorities score significantly higher 

on risk scores (e.g., Olver et al., 2014; Wilson & Gutierrez, 2014). However, statistical parity 

has been critiqued as a form of fairness (Dwork et al., 2012). Statistical parity does not consider 
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the outcome of recidivism and coercing risk classifications to be equivalent could adversely 

impact other definitions of fairness.  

A recent review observing the cross-cultural fairness of risk assessment instruments 

noted that most other fairness criteria, such as calibration, error rate balance, and predictive 

parity, are rarely addressed (Ashford et al., 2021). The few studies exploring these other 

definitions of fairness have also often identified disparities between cultural groups. For 

example, in studies considering predictive parity, cultural minorities who were classified as 

high risk were more likely to engage in recidivism (higher PPV) than high risk White 

individuals, whereas among low risk classifications, White individuals were more likely to not 

engage in recidivism (Flores et al., 2016; Muir et al., 2020). Further, research by ProPublica 

demonstrated differences in error rate balance such that African American individuals were 

almost twice as likely to be classified as high risk and not engage in recidivism (i.e., a higher 

FPR), whereas White individuals were almost twice as likely to be classified as low risk and 

later engage in recidivism (i.e., a higher FNR; Angwin et al., 2016). However, Flores et al. 

(2016) were able to demonstrate with the same sample that calibration was satisfied. For 

example, calibration differences have been reported between Indigenous (Métis, Inuit, and 

other First Nation peoples) and non-Indigenous individuals from Canada, with Indigenous 

groups being predicted to engage in recidivism more (Wilson & Gutierrez, 2014; Wormith et 

al., 2015). 

Cross-Cultural Fairness in Australia 

Discrimination  

In Australia, the discrimination (i.e., AUCs) of risk assessment instruments has been 

demonstrated to be lower for Aboriginal and Torres Strait Islander groups when compared to 

non-Aboriginal and Torres Strait Islander groups (Allan et al., 2006; Thompson & McGrath, 
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2012; Watkins, 2011). However, these disparities are often not statistically significant (e.g., 

AUC differences between .01 and .09). Marginally higher AUCs for Aboriginal and Torres 

Strait Islanders compared to non-Aboriginal and Torres Strait Islanders have also been 

identified in other research (Shepherd, Luebbers, et al., 2014). However, some Australian 

studies have identified more substantial disparities, with a notably higher AUC for non-

Aboriginal and Torres Strait Islanders and/or risk assessment instruments being unable to 

effectively discriminate between recidivists and non-recidivists (on certain recidivism 

outcomes) for Aboriginal and Torres Strait Islanders (Shepherd et al., 2015; Shepherd & 

Strand, 2016; Smallbone & Rallings, 2013).  

Fairness  

An unfair risk assessment instrument could exacerbate the disparities already faced by 

Aboriginal and Torres Strait Islander peoples within the criminal justice system. The 

Aboriginal and Torres Strait Islander population account for 29% of the total prison population 

despite comprising only 3.3% of the Australian population (Australian Bureau of Statistics, 

2018b, 2020c). Unfair risk assessment instruments could amplify further inequalities, such as 

incorrect classifications impacting legal decisions as well as inappropriate treatment and 

management plans that could impact effective rehabilitation. Yet, there is a scarcity of risk 

assessment studies comparing Aboriginal and Torres Strait Islanders with non-Aboriginal and 

Torres Strait Islanders across multiple fairness definitions.  

The cross-cultural fairness of risk assessment instruments in Australia has most often 

been assessed by examining statistical parity. Applying this definition of fairness, Aboriginal 

and Torres Strait Islanders have been found to score higher on a variety of risk assessment 

instruments when compared to non-Aboriginal and Torres Strait Islander groups (Shepherd, 

Luebbers, et al., 2014; Shepherd et al., 2015; Thompson & McGrath, 2012). These differences 
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ranged from small to medium in effect size, with adult Aboriginal and Torres Strait Islanders 

found to score notably higher on risk assessment instruments such as the Level of Service 

Inventory-Revised (LSI-R; Hsu et al., 2010; Watkins, 2011) and Static-99R (Smallbone & 

Rallings, 2013). One study examining the Psychopathy Checklist: Youth Version (PCL: YV) 

reported a slightly lower risk score for Aboriginal and Torres Strait Islander youth compared 

to those with an English speaking background; however, this difference was inconsequential 

in effect size, d = 0.11 (Shepherd & Strand, 2016).  

The remaining definitions of fairness have rarely been explored, both generally and 

amongst Australians. Two studies have examined the predictive parity of the PCL: YV 

(Shepherd & Strand, 2016) and the Youth Level of Service/Case Management Inventory  

(YLS/CMI; Shepherd et al., 2015) for young people. Both studies identified that PPVs were 

higher for Aboriginal and Torres Strait Islander youth, signifying that a high risk classification 

had a higher proportion of recidivists from the Aboriginal and Torres Strait Islander group. 

Conversely, NPVs were higher for non-Aboriginal and Torres Strait Islander youth, indicating 

that a low risk classification had a higher proportion of non-recidivists from the non-Aboriginal 

and Torres Strait Islander group. Thompson and McGrath (2012) reported issues in calibration 

on the YLS/CMI-AA (Australian Adaptation), with Aboriginal and Torres Strait Islanders 

engaging in recidivism at the highest rate across low, medium, and high risk classifications 

when compared to non-Aboriginal and Torres Strait Islander groups.  

Current Study 

In Australia, the limited research exploring the cross-cultural fairness of risk assessment 

instruments has revealed inequalities between Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders, but this area remains understudied. Few studies have 

explored multiple statistical definitions of fairness. To address this gap in the literature, the 
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present study examined the discrimination and cross-cultural fairness of the actuarial risk 

assessment instrument, the Level of Services/Risk Needs Responsivity (LS/RNR). 

Specifically, the study aimed to assess if there were differences in both discrimination and 

cross-cultural fairness (based on the statistical definitions outlined earlier) for Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders in Victoria, Australia. It 

was hypothesized that: (a) comparable levels of discrimination as assessed by the AUC would 

be identified across both groups; and (b) numerous fairness definitions would not be satisfied 

for Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders.  

Method 

Sample 

The sample included 380 males in Victoria, Australia who had been sentenced to a 

period of incarceration for committing a serious violent offense, as defined in schedule 1 

(clause 3) of the Sentencing Act 1991 (Vic) and were received into prison between January 

2015 and December 2017. They were assessed with the LS/RNR by a corrections officer while 

serving either a prison sentence (n = 231, 60.79%), a community corrections order (n = 148, 

38.95%), or a parole order (n = 1, 0.26 %). The sample included 180 (47.37%) people who 

identified as Aboriginal and/or Torres Strait Islander people and 200 (52.63%) who were non-

Aboriginal and Torres Strait Islanders. Aboriginal and Torres Strait Islander peoples account 

for approximately 9% of the adult prison population in Victoria (Australian Bureau of 

Statistics, 2018a). However, for the present study, all eligible Aboriginal and Torres Strait 

Islanders previously incarcerated for a serious violent offense within the study period were 

sampled to enable comparisons between groups. The non-Aboriginal and Torres Strait 

Islanders were then randomly sampled to obtain roughly equivalent group numbers.  
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The non-Aboriginal and Torres Strait Islander group was unable to be classified into 

more distinct groups, with the majority being born in Australia (n = 166, 83%) and all 

identifying their primary language as English. Completions of the LS/RNR and dates of 

incarceration, community correction orders, and parole orders were obtained from Corrections 

Victoria. Recidivism data (i.e., new police charges) was obtained from the Victorian Police 

Law Enforcement Assistance Program (LEAP) database for the period of January 2015 to 

December 2019. Ethical approval for the present study was obtained from the Department of 

Justice and Community Safety (Victoria) Justice and Human Research Ethics Committee and 

the Swinburne University Human Research Ethics Committee.  

Measures 

Levels of Service/Risk Needs Responsivity 

The LS/RNR (Andrews et al., 2008) is an actuarial instrument designed to estimate 

general recidivism risk and identify criminogenic needs. It also provides structure in the 

management and treatment planning of prisoners. The General Risk/Needs section comprises 

eight factors that are scored using 43 items – Criminal History (8 items), 

Education/Employment (9 items), Family/Marital (4 items), Leisure/Recreation (2 items), 

Companions (4 items), Alcohol/Drug Problem (8 items), Procriminal Attitude (4 items) and 

Antisocial Pattern (4 items). Each item is scored 0 when absent and 1 when present, and items 

are summed to create respective factor scores and a total General Risk/Needs score. Using the 

total score, individuals can be categorized into various risk levels that include very low risk 

(0–4), low risk (5–10), medium risk (11–19), high risk (20–29) and very high risk (30–43).  

Recidivism Outcome 

Recidivism was defined as a police charge for any offense while at risk in the 

community. The average time to first charge was 184.75 days (SD = 233.80).  
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Analytical Approach  

All data were analyzed through RStudio using R version 4.0.2 (R Core Team, 2021). A 

suite of packages was utilized including the tidyverse packages (Version 1.3.0; Wickham, 

2019) for data cleaning and management, rms (Version 6.0-1; Harrell, 2020) for logistic 

regression, pROC (Version 1.16.2; Robin et al., 2020) to generate receiver operating 

characteristic (ROC) curves and AUC values, and survival (Version 3.2-7; Therneau, 2020) 

and survminer (Version 0.4.8; Kassambara et al., 2020) for survival analysis.  

Survival Analysis 

Cox regression analyses (Cox, 1972) were used to estimate the predictive validity of 

the LS/RNR risk score while accounting for individual differences in time at risk to the 

community and also observing the impact Aboriginal and Torres Strait Islander status has on 

recidivism. A “time at risk” (i.e., survival time) variable was created that started at the LS/RNR 

assessment date for those not incarcerated (those on community correction orders or parole 

orders) or date of release from prison for those who were incarcerated. The end date was either 

the date of the first offense for recidivists or the end of follow up data (31-12-2019) for non-

recidivists. Any other days of incarceration that fell within the time at risk were excluded from 

the total number of days at risk of recidivism. The average time at risk to the community (i.e., 

follow up time) was 280.56 days (SD = 329.24). Cox regression also produced hazard ratios 

(eB) that represent the increase in the hazard of recidivism for a 1 unit increase in the predictor 

variables.  

Discrimination Indices 

Area under the Curve. The receiver operating characteristic (ROC) curve plots the 

sensitivity against 1 – specificity at various thresholds and is unimpeded by differing base rates 

(Singh, 2013). The AUC can be understood as the probability that a randomly selected 
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individual who engages in recidivism receives a higher risk score than a randomly selected 

individual who does not. The AUC value can range from 0 to 1, with the midpoint (.50) 

demonstrating discrimination at chance levels. There are varying benchmarks of what can 

constitute a small, medium, or large effect size for the AUC value. For the present study, the 

following cut-points, which have been commonly adopted in previous forensic psychology and 

criminology research, were applied: values between .56-.63 indicated a small effect, .64-.70 a 

medium effect, and .71 and above as a large effect (Rice & Harris, 2005). 

 Cross Area under the Curve. The xAUC (Kallus & Zhou, 2019) is an alteration of 

the traditional AUC that measures discrimination between groups to better identify disparities. 

A cross receiver operating characteristic (xROC) plots the sensitivity against 1 – specificity at 

various thresholds for two sets of groups for which a xAUC can be calculated. The first set 

contains a positive outcome (i.e., non-recidivist) from one group (i.e., Aboriginal and Torres 

Strait Islander) and a negative outcome (i.e., recidivists) from another group (i.e., non-

Aboriginal and Torres Strait Islander). The second set is the opposite of the first (i.e., 

Aboriginal and Torres Strait Islander recidivists and non-Aboriginal and Torres Strait Islander 

non-recidivists). The xAUC measures the probability that a randomly selected individual who 

engaged in recidivism from one group received a higher risk score than a randomly selected 

individual from the other group who did not engage in recidivism. 

Fairness 

Error rate balance and predictive parity were calculated using the information contained 

within a confusion matrix. For the fairness definitions that can be calculated using a confusion 

matrix, a cut-off point is required in risk scores to distinguish between those predicted to 

engage in recidivism (i.e., those determined as high risk or above that cut-off value) and those 

not predicted to engage in recidivism (i.e., those determined as low risk or below the specified 
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cut-off value). Previous research has demonstrated that differing cut-off scores result in 

variations in fairness values as the proportions in low risk and high risk classifications change 

(see Flores et al., 2016). Therefore, for the present study, predictive parity and error rate 

balance were computed and reported across varying cut-off thresholds for comparison.  

Calibration was observed by initially comparing the proportions of recidivists from 

each group by risk classification. Calibration was then further assessed by examining if 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

systematically deviated from a similar regression line (i.e., slope and intercept differences) that 

relates to risk assessment scores and recidivism. Specifically, four bivariate logistic regression 

models were conducted. In the first model, Aboriginal and Torres Strait Islander status was 

used to predict recidivism. In the second model, the LS/RNR total risk score was used to predict 

recidivism. The third model incorporated both Aboriginal and Torres Strait Islander status and 

the LS/RNR risk score to predict recidivism. The fourth model included Aboriginal and Torres 

Strait Islander status, LS/RNR risk score, and an interaction between Aboriginal and Torres 

Strait Islander status and LS/RNR risk score to predict recidivism. Differences in intercept 

were determined when Aboriginal and Torres Strait Islander status in model three added 

significant incremental utility to the LS/RNR risk score in predicting recidivism. Differences 

in slope were determined when Aboriginal and Torres Strait Islander status significantly 

moderated the utility of the LS/RNR risk score in predicting recidivism in model four. To 

account for the varying times in follow up, data was constrained to the maximum possible 

follow up time of six months for the calibration analysis to enable the bivariate logistic 

regression models to be performed on the full sample. The rest of the results are in relation to 

the full follow-up period.  

Last, the distribution of risk scores was observed and compared to measure statistical 

parity. A comparison of mean scores on the General Risk/Needs section of LS/RNR for 
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Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders was also 

conducted using an independent samples t-test with Cohen’s d reported as a measure of effect 

size.  

Results 

Descriptive Statistics 

The average age at LS/RNR assessment was 32.17 years (SD = 8.69). Moreover, 

Aboriginal and Torres Strait Islanders were younger (M = 31.29, SD = 8.38) than non-

Aboriginal and Torres Strait Islanders (M = 32.96, SD = 8.92). However, this difference was 

not significant and small in effect size, t (378) = -1.865, p = .063, Cohen’s d = .19. Overall, 

306 (80.53%) individuals engaged in recidivism by the end of the full follow up period. For 

Aboriginal and Torres Strait Islanders, 154 (85.56%) engaged in recidivism compared to 152 

(76%) non-Aboriginal and Torres Strait Islanders. This difference was statistically significant, 

yet small in effect, χ2 (1) = 4.924, p = .026, Cramer’s V = .11.  

Survival Analysis  

A Cox regression analysis was performed to assess the predictive validity of the 

LS/RNR total risk score and Aboriginal and Torres Strait Islander status to predict recidivism 

while accounting for varying times at risk to the community. The hazard ratio (HR) for 

Aboriginal and Torres Strait Islander status suggests that being Aboriginal and Torres Strait 

Islander was associated with a 14.5% increased risk of recidivism; however, Aboriginal and 

Torres Strait Islander status was not a statistically significant predictor of recidivism, HR = 

1.145, 95% CI [0.903, 1.452], p = .263. The LS/RNR risk score was found to be a significant 

predictor of recidivism, with a one unit increase in risk score being associated with a slightly 

higher increased risk of recidivism, HR = 1.043, 95% CI [1.027, 1.061], p < .001). 
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For a visual representation of Aboriginal and Torres Strait Islander and non-Aboriginal 

and Torres Strait Islander survival curves, please refer to the supplementary materials. 

Discrimination Indices 

Area under the Curve and Cross Area under the Curve 

Overall, the LS/RNR total risk score was found to have moderate discrimination, AUC 

= .64, 95% CI [.57, .70]. For Aboriginal and Torres Strait Islanders, the AUC was .60, 95% CI 

[.49, .70], which was slightly lower than the non-Aboriginal and Torres Strait Islanders, whose 

AUC was .63, 95% CI [.55, .72]. The xAUC identified that the LS/RNR could not effectively 

discriminate Aboriginal and Torres Strait Islander non-recidivists from non-Aboriginal and 

Torres Strait Islander recidivists, xAUC = .46, 95% CI [.35, .57]. The LS/RNR was a better 

discriminator when comparing non-Aboriginal and Torres Strait Islander non-recidivists with 

Aboriginal and Torres Strait Islander recidivists, with the xAUC being large in effect size, 

xAUC = .75, 95% CI [.68, .83].  

The distribution of risk scores for Aboriginal and Torres Strait Islander non-recidivists 

and non-Aboriginal and Torres Strait Islander recidivists, as well as for non-Aboriginal and 

Torres Strait Islander non-recidivists and Aboriginal and Torres Strait Islander recidivists, was 

plotted using density plots and is presented in Figure 1.  
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Figure 1 

Score Distributions for Between Group Comparisons 

Note. Panel A: Density plot of LS/RNR risk scores for Aboriginal and Torres Strait Islander 

recidivists and non-Aboriginal and Torres Strait Islander non-recidivists. Panel B: Density plot 

of LS/RNR risk scores for non-Aboriginal and Torres Strait Islander recidivists and Aboriginal 

and Torres Strait Islander non-recidivists. 

 

Aboriginal and Torres Strait Islander recidivists had higher risk scores compared to 

non-Aboriginal and Torres Strait Islander non-recidivists. However, there was a significant 

overlap in risk score distributions between Aboriginal and Torres Strait Islander non-recidivists 

and non-Aboriginal and Torres Strait Islander recidivists. 
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Fairness 

Error Rate Balance 

Error rate balance across groups on the LS/RNR was examined by plotting the FNR 

and FPR for both groups across varying cut-off thresholds. Figure 2 presents the FNRs and 

FPRs for both groups. The non-Aboriginal and Torres Strait Islander group were found to have 

a higher FNR across all cut-off thresholds. This indicates that non-Aboriginal and Torres Strait 

Islanders were more likely to be classified as low risk and later go on to engage in recidivism. 

These differences were most pronounced among the high risk scores (20-29). At a cut-off value 

of 20, for example, 25% of non-Aboriginal and Torres Strait Islander groups were classified as 

low risk and engaged in recidivism, compared to 11.04% of Aboriginal and Torres Strait 

Islander groups. Across all risk score cut-offs, the non-Aboriginal and Torres Strait Islander 

group were on average 1.58 times more likely to be classified as low risk and later engage in 

recidivism.  

Across all cut-off thresholds, the Aboriginal and Torres Strait Islander group had higher 

FPRs, signifying that a higher proportion of Aboriginal and Torres Strait Islanders were 

classified as high risk and did not engage in recidivism by the end of the follow up period. 

These disparities were most pronounced among the medium (11-19) and high risk scores (20-

29). For example, at a cut-off value of 29, Aboriginal and Torres Strait Islanders were more 

than twice as likely to be labeled as high risk and not go on to engage in recidivism compared 

to non-Aboriginal and Torres Strait Islanders (FPRs = .62 and .27 respectively). Across all risk 

score cut-offs, the Aboriginal and Torres Strait Islander group were on average 1.84 times more 

likely to be classified as high and not engage in recidivism.  
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Figure 2 

False Negative Rates and False Positive Rates across LS/RNR Risk Scores 

Note. Panel A: False negative rates for Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders across LS/RNR risk scores. Panel B: False positive rates 

for Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders across 

LS/RNR risk scores.  

 

Calibration 

Calibration was first assessed by examining if the number of individuals from each 

group that engaged in recidivism differed by their risk classification. No individuals were 

classified as very low risk. Further, only one non-Aboriginal and Torres Strait Islander was 

classified as low risk, who subsequently engaged in recidivism. Aboriginal and Torres Strait 

Islanders engaged in recidivism at a higher rate than non-Aboriginal and Torres Strait Islanders 

across both medium (92.86% and 68.89%, respectively) and high risk (83.05% and 68.92%, 

respectively) classifications. Across the very high risk classification, similar proportions of 
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Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders engaged 

in recidivism (85.98% and 86.25% respectively). 

Calibration was further assessed by ascertaining if Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders had similar regression lines. Four 

logistic regressions were performed on the full sample using a fixed six month follow up to 

account for the varying follow up times and are presented in Table 2.  

The slope of the relationship between the LS/RNR risk score and recidivism was not 

significantly different for Aboriginal and Torres Strait Islanders than for non-Aboriginal and 

Torres Strait Islanders. When models three and four were compared, it was found that adding 

an interaction term between the LS/RNR risk score and Aboriginal and Torres Strait Islander 

status did not improve recidivism prediction, χ2 (1) = 2.015, p = .156, Pseudo-R2 ∆ = .007. This 

was further reflected in the small odds ratios for the interaction term, which was not statistically 

significant.  

Further, there were also no significant differences between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders in the intercept of the relationship 

between the LS/RNR risk score and recidivism. Comparisons between models two and three 

demonstrated that adding Aboriginal and Torres Strait Islander status did not significantly 

increase incremental utility to the LS/RNR in predicting recidivism, χ2 (1) = 0.029, p = .864, 

Pseudo-R2 ∆ = .0001. 
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Table 2 

Odds Ratios from Logistic Regression Models  

 Model 1 Model 2 Model 3 Model 4 

Aboriginal and Torres Strait Islander Status 1.34 -- 1.04 3.58 

Risk Score -- 1.08*** 1.07*** 1.10*** 

Risk Score X Aboriginal and Torres Strait Islander 

Status 

-- -- -- 0.96 

Constant 1.02 0.15*** 0.15*** 0.09*** 

χ2 2.02 25.92*** 25.95*** 27.96*** 

Pseudo-R2 .01 .09 .09 .09 

Note. -- = this variable was not included in the model.  

*p < .05. **p < .01. ***p < .001. 

 

The predicted probability of recidivism was estimated using model four, and these 

probabilities were grouped by risk scores and are presented in Figure 3. This demonstrated that 

although the LS/RNR was well calibrated, Aboriginal and Torres Strait Islanders had higher 

predicted probabilities of recidivism and were under-classified across the possible lower risk 

classifications for this sample (medium and high risk). The reverse was identified across very 

high risk scores, with non-Aboriginal and Torres Strait Islanders having higher predicted 

probabilities of recidivism. 
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Figure 3 

Predicted Probabilty of Recidivism across LS/RNR Risk Scores  

 

 

Predictive Parity 

Predictive parity was determined by calculating both PPV and NPV for both groups 

across a range of cut-off thresholds. The PPVs and NPVs for both groups are presented in 

Figure 4. Aboriginal and Torres Strait Islanders were found to have slightly higher PPVs across 

the majority of risk scores (for which PPV could be calculated). PPVs were relatively 

comparable across the very high risk scores, with the majority of the disparity being identified 

across medium risk scores. PPVs for both groups were also relatively high, indicating that a 

high risk classification was often associated with an individual who went on to engage in 

recidivism, regardless of Aboriginal and Torres Strait Islander status.  
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Across all cut-off thresholds, the non-Aboriginal and Torres Strait Islander group were 

found to have higher NPVs. The greatest disparities were identified among the higher end of 

medium risk scores. For example, at a cut-off of 19, 36.11% of non-Aboriginal and Torres 

Strait Islanders who were classified as low risk did not go on to engage in recidivism compared 

to 8.33% of Aboriginal and Torres Strait Islanders. Due to the high base rates of recidivism, 

NPVs were relatively low for both groups, indicating that a low risk classification was often 

associated with recidivism. 

 

Figure 4 

Positive Predictive Values and Negative Predictive Values across LS/RNR Risk Scores  

Note. Panel A: Positive predictive values for Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders across LS/RNR risk scores. Panel B: Negative 

predictive values for Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders across LS/RNR risk scores.  
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Statistical Parity  

To establish the level of statistical parity, the LS/RNR total risk score and eight risk 

domains were examined for significant mean differences between groups. The results of 

independent sample t-tests and their respective effect sizes are reported in Table 3. Aboriginal 

and Torres Strait Islanders were found to score significantly higher on the LS/RNR total risk 

score as well as six of the eight risk domains – Criminal History, Education/Employment, 

Family/Marital, Companions, Alcohol/Drug Problems, and Antisocial Pattern. The effect sizes 

of these differences were generally small. Cohen (1988) notes that when the effect sizes are 

small, group mean differences are negligible, even if the differences are statistically significant. 

The proportion of risk classifications was also compared. No individuals were classified 

as very low risk. Further, no Aboriginal and Torres Strait Islanders and only one non-

Aboriginal and Torres Strait Islander (0.50%) were classified as low risk. The other 

classifications were found to differ between groups, with a smaller proportion of Aboriginal 

and Torres Strait Islanders compared to non-Aboriginal and Torres Strait Islanders being 

classified as medium risk (7.78% and 22.50% respectively) and high risk (32.78% and 37% 

respectively). Conversely, a higher proportion of Aboriginal and Torres Strait Islanders were 

classified as very high risk compared to non-Aboriginal and Torres Strait Islanders (59.44% 

and 40%, respectively). For a visual representation of the distribution of LS/RNR total risk 

scores, please refer to the supplementary materials.  
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Table 3 

Risk Score Mean Differences  

 Aboriginal and 

Torres Strait 

Islander 

Non-Aboriginal 

and Torres Strait 

Islander 

  

 M SD M SD t Cohen's d 

LS/RNR Total Risk Score 30.27 6.97 26.53 7.47 5.03*** 0.52 

Risk Domains        

1. Criminal History 6.39 1.57 5.88 1.80 2.98** 0.31 

2. Education/Employment 6.46 2.24 5.40 2.37 4.45*** 0.46 

3. Family/Marital 2.45 1.16 2.07 1.32 3.00** 0.31 

4. Leisure/Recreation 1.66 0.63 1.58 0.70 1.11 0.11 

5. Companions 3.33 1.02 3.10 1.17 2.06* 0.21 

6. Alcohol/Drug Problems 5.61 1.92 4.68 2.21 4.33*** 0.44 

7. Procriminal Attitudes 2.08 1.40 1.97 1.54 0.71 0.07 

8. Antisocial Pattern 2.30 1.04 1.86 1.13 3.93*** 0.40 

 *p < .05. **p < .01. ***p < .001. 

 

Discussion 

The present study compared the discrimination and assessed the fairness of the LS/RNR 

across Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

from Victoria, Australia. Survival analyses demonstrated that the LS/RNR risk score was a 

significant predictor of recidivism. Aboriginal and Torres Strait Islanders had higher rates of 

recidivism, a finding consistent with previous research (e.g., Hsu et al., 2010; Shepherd & 
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Strand, 2016; Thompson & McGrath, 2012), and was associated with an increased risk of 

recidivism in survival analyses. However, this was not statistically significant.  

Discrimination 

As anticipated and similar to several studies previously conducted in Australia (e.g., 

Shepherd et al., 2015; Shepherd & Strand, 2016; Smallbone & Rallings, 2013; Thompson & 

McGrath, 2012), the discrimination as assessed by the AUC was comparable between 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. 

Furthermore, the AUC effect sizes in this study were small to moderate, a finding that, while 

consistent with previous Australian research that has examined other Level of Service 

instruments (Shepherd et al., 2015; Thompson & McGrath, 2012), suggests that the LS/RNR 

is not a highly effective risk assessment instrument in discriminating recidivists from non-

recidivists in a sample of individuals previously convicted of a violent offense.  

The xAUCs, however, identified notable disparities. Specifically, the probability that a 

non-Aboriginal and Torres Strait Islander recidivist received a higher risk score than an 

Aboriginal and Torres Strait Islander non-recidivist was below chance levels. However, 

Aboriginal and Torres Strait Islander recidivists were more likely to receive a higher risk score 

compared to non-Aboriginal and Torres Strait Islander non-recidivists. Therefore, when 

comparing between groups and not within (i.e., the AUC), the ability of the LS/RNR to 

effectively discriminate between those who do and do not engage in recidivism is not 

comparable for Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders. Specifically, Aboriginal and Torres Strait Islander peoples were more likely to have 

received a higher risk score, regardless of whether they engaged in recidivism.  

 

 



136 
 

Cross-Cultural Fairness 

Error Rate Balance 

Disparities were also identified between Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders on both FPRs and FNRs. Specifically, Aboriginal and 

Torres Strait Islanders were found to have a consistently higher FPR over the LS/RNR risk 

score cut-off values. Conversely, non-Aboriginal and Torres Strait Islanders were found to 

have a consistently higher FNR. In some instances, Aboriginal and Torres Strait Islanders were 

more than twice as likely to be labeled as high risk and not engage in recidivism at certain 

LS/RNR risk score cut-off thresholds (e.g., cut-off scores from 29 to 36), while non-Aboriginal 

and Torres Strait Islanders were more than twice as likely to be labeled as low risk and later 

engage in recidivism (e.g., cut-off scores of 15, 16, 19, 20, and 21).  

Although there is a lack of existing research into error rate balance within Australia, 

international research has produced comparable findings. Studies have shown similar 

disparities in the United States on the software risk instrument Correctional Offender 

Management Profiling for Alternative Sanctions (COMPAS; Angwin et al., 2016; Flores et al., 

2016), with African Americans having a higher FPR and White Americans having a higher 

FNR. Because of the differences found among FPRs and FNRs, individuals who are 

misclassified may receive the wrong level of management or support, which may impact their 

rehabilitation and risk of recidivism. 

Calibration 

Close rates of calibration were identified across the very high risk classification when 

comparing groups on the proportion of those from each risk classification who engaged in 

recidivism. However, Aboriginal and Torres Strait Islanders were found to engage in 

recidivism more across the medium and high risk classifications. This is similar to previous 
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research in Australia in which Aboriginal and Torres Strait Islanders were found to be 

recidivists at higher rates across low, medium, and high risk classifications (Thompson & 

McGrath, 2012). When extending this analysis to see whether the form of the relationship 

between the LS/RNR risk score and recidivism varied by Aboriginal and Torres Strait Islander 

status, the LS/RNR was found to be calibrated amongst these two groups. However, when 

plotting the predicted probabilities of recidivism, Aboriginal and Torres Strait Islanders were 

found to be predicted to be recidivists at a higher rate across the majority of risk scores below 

a very high risk classification. Conversely, non-Aboriginal and Torres Strait Islanders had a 

higher predicted probability of recidivism across the very high risk scores.  

Predictive Parity 

Also supporting previous studies considering predictive parity of risk assessment 

measures in the Australian population, Aboriginal and Torres Strait Islanders were found to 

have slightly higher PPVs whereas non-Aboriginal and Torres Strait Islanders were found to 

have higher NPVs. These differences were also similar in magnitude to previous research 

involving young Australians (Shepherd et al., 2015; Shepherd & Strand, 2016). The higher 

PPVs for Aboriginal and Torres Strait Islander peoples indicates that a high risk classification 

is associated with a larger number of recidivists from this group. However, the PPV differences 

in the present study were minimal.  

The higher NPVs for non-Aboriginal and Torres Strait Islanders, on the other hand, 

were more pronounced and suggest that a low risk classification is linked to a higher number 

of Aboriginal and Torres Strait Islanders engaging in recidivism, specifically across the lower 

risk scores. These findings are in line with the calibration analyses, in which higher rates of 

predicted recidivism across the lower levels of possible risk scores in this sample were 

identified for Aboriginal and Torres Strait Islanders. Further, approximately 13.14% more non-
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Aboriginal and Torres Strait Islanders who are classified as low risk will not go on to engage 

in recidivism compared to Aboriginal and Torres Strait Islanders classified as low risk. These 

discrepancies suggest that the LS/RNR lower risk classifications do not predict recidivism (or 

non-recidivism) in the same way across these groups. Although these discrepancies were not 

as pronounced in contrast to what was identified for error rate balance, trying to rectify both 

predictive parity and error rate balance would be impossible due to the different base rates 

across groups.  

Statistical Parity 

As expected, the present study found inequalities between the average risk score on the 

LS/RNR and the distribution of risk scores between Aboriginal and Torres Strait Islanders and 

non-Aboriginal and Torres Strait Islanders, echoing previous studies (Hsu et al., 2010; 

Shepherd, Luebbers, et al., 2014; Shepherd et al., 2015; Smallbone & Rallings, 2013; 

Thompson & McGrath, 2012; Watkins, 2011). Aboriginal and Torres Strait Islanders were 

more frequently categorized as high risk, had a higher overall risk score, and scored 

significantly higher on several risk factors. Previous Australian research looking at variations 

of the Level of Service risk instrument has identified comparable patterns, with Aboriginal and 

Torres Strait Islanders scoring significantly higher on similar factors, including previous 

criminal history, education, employment and substance use issues (Hsu et al., 2010; Shepherd 

et al., 2015; Thompson & McGrath, 2012; Watkins, 2011).  

Aboriginal and Torres Strait Islanders are often found to have higher risk scores for a 

variety of risk factors, including ongoing social and economic disadvantage, which leads to 

higher rates of unemployment, criminal involvement, substance abuse, and lower income (Day 

et al., 2018; Homel et al., 1999; Jones & Day, 2011; Shepherd, Adams, et al., 2014). While 

these differences in risk scores may reflect real differences in risk, the disproportionate 
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labelling of high risk to Aboriginal and Torres Strait Islander peoples may in practice result in 

more restrictive interventions and supervision. Its broad use could also unintentionally further 

marginalize Aboriginal and Torres Strait Islander peoples.  

Limitations  

The current study was limited primarily due to the sample. The sample consisted of 

individuals who had been previously sentenced to more serious violent offenses, the majority 

of whom engaged in recidivism by the end of the follow-up period. As a result, the sample 

included individuals who received higher risk scores on the LS/RNR and there were 

insufficient low risk scores to test the usefulness of the LS/RNR for low and very low risk 

individuals or for those individuals who had not previously been convicted of more serious 

offenses. Due to this, the sample is also not representative of the general Victorian prison 

population or those on parole or community correction orders. Consequently, the results may 

not be broadly generalizable to Victoria and/or to those who have not previously been 

convicted of a violent offense.  

Further, due to the small sample size and limited information, the sample could only be 

categorized as Aboriginal and Torres Strait Islander or non-Aboriginal and Torres Strait 

Islander. Australia is a multi-cultural society, with non-Aboriginal and Torres Strait Islanders 

representing a diverse range of cultures (Australian Bureau of Statistics, 2020a). As a result, 

when observed across more distinct cultural groups within Australia, discrimination and 

fairness estimates may vary. 

Implications 

Although the discrimination of the LS/RNR in the present study was found to be 

relatively equivalent across groups when utilising traditional measures such as the AUC, the 

discrimination of the assessment instrument was only small in effect size. This demonstrates 



140 
 

that the LS/RNR is acceptable but not overly effective at differentiating recidivists from non-

recidivists for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders. Further, disparities identified across the xAUC and numerous fairness definitions 

highlight that the LS/RNR is not always fair across these groups.  

Policymakers and practitioners who use the LS/RNR should therefore be aware of the 

potential ways in which this instrument can be unfair towards certain groups and take this into 

consideration to ensure that pre-existing disadvantages faced by cultural minorities such as 

Aboriginal and Torres Strait Islander peoples are not exacerbated. Specifically, Aboriginal and 

Torres Strait Islanders being classified as high risk yet not engaging in recidivism more often 

may result in not only incorrect interventions and treatment, but also harsher monitoring and 

surveillance. On the contrary, non-Aboriginal and Torres Strait Islanders who are classified as 

low risk yet engage in recidivism might not be allocated the appropriate treatment or support 

that could successfully minimize future risk. Further, if decisions are made based on risk scores 

or classifications, Aboriginal and Torres Strait Islander non-recidivists are often treated the 

same way or as higher risk than non-Aboriginal and Torres Strait Islander recidivists. 

 Further research is needed with a larger and more representative sample to see if the 

current findings are generalizable and to explore how the disparities identified in the present 

study could be directly impacting different cultural groups, including through decisions around 

treatment and rehabilitation. Future research should also aim to reduce these discrepancies 

between the different fairness definitions. For example, the development of different norms for 

Aboriginal and Torres Strait Islanders could be useful in helping to account for these 

disparities. Norms for different groups would involve having different cut-off scores to 

represent the risk classifications, such that a score for one group would not reflect the same 

level of risk or risk classification as that same score for another group. This could help reduce 

any scoring disparities between groups and also calibration, predictive parity, and error rate 
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balance discrepancies at certain cut-off scores. Further, xAUC disparities could also be reduced 

with the LS/RNR now being able to rank recidivists from one group higher than non-recidivists 

from another group more efficiently. However, the process of developing new norms would be 

a time-consuming and expensive exercise.  

Other efforts to increase cross-cultural fairness have arisen from different disciplines 

such as data science, statistics, and criminology. These approaches have concentrated on 

practical and time-sensitive solutions that use statistical processing methods that require 

transforming algorithms at different stages (see Berk et al., 2018). This process can, for 

example, remove bias in data before the data is used to predict an individual’s level of risk of 

recidivism, effectively removing any potential sources contributing to unfairness (Berk, 2009; 

Hajian & Domingo-Ferrer, 2013). This approach has led to improvements across differing 

fairness notions, including statistical parity and error rate balance (Wadsworth et al., 2018), 

and should therefore be tested as a strategy for increasing fairness among Aboriginal and Torres 

Strait Islanders and non-Aboriginal and Torres Strait Islanders. However, as identified in the 

present study, there were disparities in both predictive parity and, more notably, error rate 

balance. With the differing base rates, satisfying both of these forms of fairness will be 

unachievable due to the impossibility theorem. Consequently, either fairness in the accuracy 

of risk classification predictions (i.e., predictive parity) or fairness in the errors in observation 

(i.e., error rate balance) will need to be prioritized. 

Conclusion 

This study adds to the growing body of knowledge about the cross-cultural fairness of 

forensic risk assessment instruments. In particular, it contributes to the limited body of research 

literature explicitly investigating the fairness of risk assessment instruments in Australia, 

particularly among Aboriginal and Torres Strait Islander peoples in Victoria. It highlights that 
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comparable AUC values are not sufficient in indicating that a risk assessment instrument is 

cross-culturally fair. Notable disparities were identified across the xAUC and error rate 

balance, indicating that the LS/RNR may not be a fair assessment of risk for individuals 

previously convicted of a serious violent offense in Victoria, Australia.   
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Supplementary Materials  

The Cox regression analysis was extended by conducting Kaplan-Meier survival 

analyses to visually observe the group differences between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders in their trajectories for recidivism. 

The survival curves are presented in Figure S1. The survival curve demonstrated that the 

probability of recidivism was greater for Aboriginal and Torres Strait Islanders.  

 

Figure S1 

Survival Curves for Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders 

 

The distribution of the LS/RNR total risk scores for both Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders is presented in a density plot in Figure 

S2. Both groups had a large proportion of individuals scoring highly on the LS/RNR, with 
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Aboriginal and Torres Strait Islanders having a larger proportion of very high risk individuals 

(scores between 30 and 43). There was a higher representation of medium risk individuals in 

the non-Aboriginal and Torres Strait Islander group (scores between 11 and 19).  

 

Figure S2 

Risk Score Distribution for Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders 
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Chapter Five: Empirical Study Two 

5.1 Introduction 

Recently, the use of more novel statistical learning approaches (i.e., machine learning) 

has been used within the forensic risk assessment literature. Primarily, these approaches have 

been used as a way to increase the predictive accuracy and discrimination of forensic risk 

assessment instruments. Processing approaches that involve altering statistical learning 

approaches in varying ways have led to increases in cross-cultural fairness. Yet, even with 

empirical research demonstrating disparities in numerous fairness definitions, these approaches 

are yet to be extensively trialled. To date, the majority of research utilising statistical learning 

approaches has been within computer science disciplines. However, research within the 

forensic psychology discipline is scarce, especially within Australia.  

This chapter presents the second empirical study that addressed the second research 

aim by responding to research questions three and four. The first empirical study highlighted 

acceptable levels of discrimination from the LS/RNR total score that were in line with previous 

Australian studies examining LS instruments; however, they were often small in effect size. 

This was found for the sample overall, as well as for both Aboriginal and Torres Strait Islanders 

and non-Aboriginal and Torres Strait Islanders. Further, it highlighted notable disparities 

between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

on certain fairness definitions (error rate balance and statistical parity) as well as disparities in 

xAUC.  

Therefore, this empirical study assesses the usefulness of statistical learning methods 

in both increasing the discrimination and fairness of the LS/RNR using the LS/RNR items. 

Numerous statistical learning methods (logistic regression, penalised logistic regression, 

random forests, stochastic gradient boosting, and support vector machines) were trialled in this 
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study and compared to the original performance of the LS/RNR total score. Furthermore, pre- 

and post-processing approaches were applied to the statistical learning methods in order to 

increase cross-cultural fairness. Similar to Empirical Study One, this paper explores the trade-

offs that exist in the pursuit of fairness, as well as other trade-offs that occur due to the use of 

statistical learning methods.  

Empirical Study Two is titled “Statistical Learning Methods and Cross-Cultural 

Fairness: Trade-Offs and Implications for Risk Assessment Instruments” and has been 

submitted to Psychological Assessment for publication. Psychological Assessment is an 

American Psychological Association peer-reviewed journal that publishes empirical research 

related to assessment instruments within psychology disciplines. The Author Indication Form 

that details the contribution of each author to this manuscript is included in Appendix A. 
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Abstract 

The use of statistical learning methods has recently increased within the risk assessment 

literature. This has primarily been used to increase predictive accuracy and discrimination. 

Processing approaches applied to statistical learning methods have also emerged to increase 

cross-cultural fairness. However, these approaches are rarely trialled in the forensic psychology 

discipline, nor have they been trialled as an approach to increase discrimination and fairness in 

Australia. The present study included 380 Aboriginal and Torres Strait Islander and non-

Aboriginal and Torres Strait Islander males that were assessed with the Level of Service/Risk 

Needs Responsivity (LS/RNR). Discrimination was assessed through the area under the curve 

(AUC) and fairness was assessed through the cross area under the curve (xAUC), error rate 

balance, calibration, predictive parity, and statistical parity. Logistic regression, penalised 

logistic regression, random forest, stochastic gradient boosting, and support vector machine 

algorithms using the LS/RNR items were used to compare performance against the LS/RNR 

total risk score. Pre- and post-processing approaches were then performed on each of the 

algorithms to see if fairness could be increased. Penalised logistic regression (AUC = .73, range 

[.53, .85]) and stochastic gradient boosting (AUC = .73, range [.59, .88]) were found to have 

higher levels of discrimination compared to the LS/RNR total risk score (AUC = .64, 95% CI 

[.57, .70]). Processing approaches (primarily pre-processing) increased a number of fairness 

definitions between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders. Specifically, xAUC, error rate balance, and statistical parity were notably 

improved. The findings demonstrate that statistical learning methods may be a useful approach 

to increasing the discrimination and cross-cultural fairness of risk assessment instruments. 

However, both fairness and the use of statistical learning methods encompass significant trade-

offs that need to be considered.  

Keywords: fairness, risk assessment, statistical learning methods, cross-cultural  
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Introduction 

Risk assessment instruments within the criminal justice system involve estimating the 

likelihood of an individual engaging in recidivism. These instruments are used to inform 

offender management decisions, including parole, bail, supervision, and treatment (Heilbrun 

et al., 2010). Risk was previously assessed intuitively by clinicians and has since advanced into 

numerous structured instruments that aid in estimating future risk (Monahan & Skeem, 2014). 

Current risk assessment instruments primarily include actuarial and structured professional 

judgement (SPJ) instruments. Actuarial risk assessment instruments are scored by a formula or 

algorithm, combining numerical values assigned to evidence-based risk factors (Singh, 2012). 

SPJ instruments assist clinicians in determining an individual’s level of risk by providing 

guidelines for factors empirically related to risk (Hart et al., 2017). Both of these instrument 

types have been assessed for their utility, often by observing the instrument’s ability to 

distinguish recidivists from non-recidivists. This is referred to as discrimination and has been 

frequently assessed by the area under the curve (AUC) in the risk assessment literature (Singh 

et al., 2013). Meta-analytic and systematic reviews have often highlighted that risk assessment 

instruments are moderately effective in their ability to discriminate recidivists from non-

recidivists (Fazel et al., 2012; Singh et al., 2011).  

Statistical Learning Methods in Risk Assessment  

Recently, the use of statistical learning methods (i.e., machine learning algorithms) has 

increased in the area of risk assessment as an approach to increase predictive accuracy (Spivak 

& Shepherd, 2020). Statistical learning methods differ from traditional approaches to risk 

estimation (e.g., linear or logistic regression), which work effectively with careful theorising 

and pre-specification of predictor interactions and the form of relationship between predictors 

and the outcome. The form of relationships and predictor interactions does not have to be pre-
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specified when using statistical learning methods. Instead, certain statistical learning methods 

can use a large number of predictors and take advantage of non-linear relationships and the 

predictive capacity of both strong and weak predictions, as well as their interactions. This can 

aid in maximising predictive accuracy and/or discrimination (Berk & Bleich, 2013; Brennan, 

2016; Spivak & Shepherd, 2020).  

Within the risk assessment literature, statistical learning methods have primarily been 

used with the chief purpose of increasing predictive validity and/or discrimination over 

traditional logistic regression and/or an existing risk assessment instrument. This has resulted 

in mixed findings. Tollenaar and van Der Heijden (2019) found that logistic regression 

performed as well as more complex statistical learning methods, with no improvement in AUC 

when using random forests and gradient boosting algorithms compared to logistic regression. 

Similarly, Liu et al. (2011) reported comparable AUC values across logistic regression, 

classification and regression trees, and neural network algorithms when using the Historical, 

Clinical and Risk Management – 20 (HCR-20) items. These approaches also did not lead to an 

improvement in the discrimination of the original HCR-20 risk score for violent recidivism. 

When examining neural networks, random forests, and logistic regression in predicting 

felonies, drug, violent, and sexual recidivism, Hamilton et al. (2015) noted that logistic 

regression was a better discriminator, most notably for violent and sexual recidivism.  

Comparatively, Ting et al. (2018) utilised the Youth Level of Service/Case 

Management Inventory (YLS/CMI) items in a random forest algorithm to yield an AUC of .69 

with Singapore youth, a marginal improvement on previous research from Singapore that 

produced an AUC of .64 when using the YLS/CMI risk score (Chu et al., 2015). Duwe and 

Kim (2015) also reported positive findings when using a random forest model to predict 

recidivism, with random forests having the highest AUC across 12 different algorithms, 

including logistic regression. However, this difference was again minimal. Ghasemi et al. 
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(2020) used the Level of Service/Case Management Inventory (LS/CMI) as predictors in 

decision trees, random forests, and support vector machines and found that the AUC was 

comparable to the AUC of the original LS/CMI. However, the statistical learning methods were 

found to be better discriminators along the middle scores of the LS/CMI, with the average 

AUCs for individual scores improving from .50 to near .60. Breitenbach et al. (2009) explored 

different algorithms’ performance when using all possible predictors and also a subset of 

predictors. When all possible predictors were used, random forests had the highest AUC for 

violent recidivism (.70) compared to logistic regression (.63). However, when using a subset 

of predictors, logistic regression was found to outperform random forests. Salo et al. (2019) 

compared the performance of penalised logistic regression and random forests to logistic 

regression using different sets of static and dynamic predictors from the Finnish Needs and 

Risk Assessment Form. Penalised logistic regression and random forest outperformed logistic 

regression across all sets of items, with logistic regression often found to produce a higher 

AUC when using a smaller subset of items.  

These latter studies that demonstrated more promising results with increases in 

discrimination often utilised a notably larger number of predictors in their study. This 

demonstrates one of the benefits of statistical learning methods in that they are able to exploit 

a large number of predictors to improve predictive accuracy and discrimination, often 

outperforming traditional approaches such as logistic regression.  

Fairness 

The use of statistical learning methods has also extended to the complex issue of 

fairness in risk assessment instruments (Berk et al., 2018). The debate concerning fairness in 

risk assessment has been increasing over the past decade, with critics of risk assessment 

instruments arguing that the instruments could disadvantage certain cultural groups (Angwin 
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et al., 2016; Day et al., 2018; Hart, 2016). Disciplines such as computer science and statistics 

have established a more nuanced understanding of what constitutes statistical fairness (Verma 

& Rubin, 2018). Specifically, definitions including statistical parity, error rate balance, 

calibration, and predictive parity have been receiving increasing attention within the risk 

assessment literature. Statistical parity refers to the distribution of risk scores being equal 

across different groups (Berk et al., 2018). Error rate balance refers to the false positive rate 

(FPR), or the proportion of non-recidivists incorrectly predicted to engage in recidivism (or 

classified as high risk), and the false negative rate (FNR), or the proportion of recidivists 

incorrectly predicted to not engage in recidivism (or classified as low risk), being the same 

across groups (Chouldechova, 2017). Calibration refers to a risk instrument’s predicted 

probability (or risk scores/classifications) aligning with actual recidivism (Chouldechova, 

2017). Across different groups, predicted probabilities should reflect the same level of 

recidivism. Last, predictive parity refers to the positive predictive value (PPV), the proportion 

of those predicted to be recidivists who go on to engage in recidivism, and the negative 

predictive value (NPV), the proportion of those not predicted to be recidivists who do not go 

on to engage in recidivism, being the same across groups (Berk et al., 2018).  

The utility of these instruments, which are frequently assessed by discrimination indices 

such as the AUC, has often demonstrated comparable findings between minority and majority 

cultural groups (Skeem & Lowenkamp, 2016; Wormith et al., 2015). However, these other 

definitions of fairness have often highlighted unfairness among particular cultural minority 

groupings (e.g., African Americans and Indigenous populations of North America and 

Australia) and cultural majority groupings. Some cultural minority groupings are often found 

to score significantly higher on risk assessment instruments (Hsu et al., 2010; Olver et al., 

2014), be classified as high risk yet not engage in recidivism more often (i.e., have a higher 

FPR; Angwin et al., 2016; Flores et al., 2016), and are predicted to be recidivists more often, 
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especially across lower risk scores and risk classifications (Wilson & Gutierrez, 2014). Risk 

assessment instruments are also often better at predicting recidivism among cultural minority 

groupings (i.e., a higher PPV), whereas among cultural majority groupings, risk assessment 

instruments are often better at predicting non-recidivism (i.e., a higher NPV; Muir et al., 2020; 

Shepherd et al., 2015) and are more likely to classify cultural majorities who engage in 

recidivism as low risk (i.e., a higher FNR; Angwin et al., 2016; Flores et al., 2016). 

Increasing Fairness 

The disparities identified across various fairness definitions have led to the use and 

exploration of statistical learning methods as a way of increasing fairness (Berk et al., 2018). 

Specifically, by altering the algorithm through different stages of its construction and 

execution, unfairness can be, to a degree, ameliorated. The algorithm can be altered in three 

stages. Pre-processing involves altering the original data to remove or reduce any potential 

causes of unfairness. For example, the protected variable (e.g., culture) can be used to predict 

each of the predictor variables, and the residuals are then used in place of the original predictor 

variable. In-processing involves altering the algorithm itself so that it contains no unfair 

decision rules that may impact a specific group, such as having separate statistical learning 

method algorithms for each group. Post-processing involves altering the predictions 

themselves to aid in improving fairness. For example, predicted outcomes could be randomly 

reassigned to aid in achieving equivalence between groups.  

In the risk assessment literature, a number of pre-processing approaches have been 

trialled, with often promising results. Berk (2019) reweighted the data to equalise base rates 

and found that error rate balance and predictive parity were improved among African 

Americans and Caucasian youth in a gradient boosting algorithm when compared to an 

unweighted gradient boosting algorithm. Another pre-processing approach trialled by 
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Johndrow and Lum (2017) involved transforming predictors to achieve independence from an 

individual’s culture. This resulted in a reduction in FPR differences between African 

Americans, Caucasians, and Hispanics. There was, however, a slightly increased disparity 

among PPVs and NPVs compared to a random forest with unadjusted predictors. Expanding 

upon this, Lum and Johndrow (2016) also found that this approach barely reduced the AUC, 

with the unadjusted data yielding an AUC of .71 and the adjusted data increasing it slightly to 

.72.  

Skeem and Lowenkamp (2020) used a similar approach with a series of regression 

based algorithms for which one involved each predictor being regressed onto race and the 

residuals being used in place of the predictors. Comparing this to an algorithm that included 

only the Post-Conviction Risk Assessment (PCRA) items, the AUC was found to be slightly 

reduced. The residual algorithm resulted in an AUC of .71, compared to .72 for the algorithm 

with PCRA items. Parity among calibration and PPVs was also mildly impeded, with 

disparities being more pronounced in the residual algorithm. Skeem and Lowenkamp (2020) 

found that FPR disparities were improved when using residuals in the algorithm, with a 

difference of 7.21% between African American, and Caucasians being reduced to -3.65%. FNR 

differences remained similar. However, using residuals in the model resulted in African 

Americans having a higher FNR (10.92% difference) compared to the comparison model (-

9.86% difference).  

In-processing and post-processing are less often used. However, these approaches have 

still demonstrated an ability to increase fairness. For example, Wadsworth et al. (2018) used 

an in-processing adversarial approach with a neural network algorithm. This led to an increase 

in discrimination when compared to the original Correctional Offender Management Profiling 

for Alternative Sanctions (COMPAS) instrument score, with AUC increasing from .66 to .70. 

Further, Wadsworth et al. (2018) found that both error rate balance and statistical parity were 
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improved, with FPR differences between African American and Caucasian individuals being 

reduced from 17 % to 1%, FNR differences being reduced from 22% to 2%, and statistical 

parity differences being reduced from 18% to 2%.  

Trade-Offs 

There are inherent trade-offs that exist when attempting to achieve multiple forms of 

fairness or predictive accuracy and fairness simultaneously. It has been established that total 

fairness (i.e., achieving all forms of fairness) is impossible and that an impossibility theorem 

exists among different types of fairness (e.g., error rate balance and predictive parity) being 

achieved concurrently when the base rates of recidivism differ (Berk et al., 2018; 

Chouldechova, 2017).   

There is also the issue of an instrument’s utility alongside fairness. Altering statistical 

learning method algorithms for which the main focus has traditionally been maximising 

accuracy could and will likely lead to detrimental impacts on a risk assessment instrument’s 

overall predictive utility. For example, altering predictors in a pre-processing step that are 

usually valid and significant predictors of recidivism could impede on the overall accuracy of 

predictions. This is also relevant to an instrument’s ability to discriminate between an 

individual who is a recidivist and an individual who is not a recidivist.  

Last, a common critique regarding statistical learning methods is that the 

interpretability and transparency of the algorithm is often reduced compared to traditional 

approaches such as linear or logistic regression (Breiman, 2001b). These approaches and the 

use of processing can often result in an algorithm in which the direct relationship between the 

predictors and the outcome is unclear. Therefore, another trade-off exists between the 

interpretability and the predictive performance of an algorithm. This trade-off results in a 

practical issue for clinicians assessing risk, as they may be unable to ascertain the specific risk 
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factors/items that are most predictive of a future offence and therefore are unable to intervene 

and respond to the relevant needs of the individual.  

Current Study 

Although these trade-offs are unavoidable in the pursuit of fairness in risk assessment 

instruments, finding publicly acceptable trade-offs is an avenue worth exploring. However, the 

application of statistical learning methods has been scarcely applied within the forensic 

psychology discipline as an approach to increasing cross-cultural fairness (Spivak & Shepherd, 

2020), nor has it been explored as an approach to increasing fairness with cultural minority 

groups in Australia. Specifically, in Australia, Aboriginal and Torres Strait Islanders already 

experience inequality within the criminal justice system, such as significant over-incarceration 

and a decreased likelihood of receiving a diversion (Australian Bureau of Statistics, 2020c; 

Papalia et al., 2019). Further, as highlighted in the literature above, disparities have been 

reported between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders on a number of fairness definitions.  

 Therefore, the present study examined a variety of statistical learning methods to 

explore their ability to increase the discrimination of the Level of Service/Risk Needs 

Responsivity (LS/RNR; Andrews et al., 2008). Statistical learning methods were also altered 

at pre-processing and post-processing to see if various forms of fairness could be improved. 

The study also explored the impact that different processing alterations had on the 

discrimination of the algorithms and the trade-offs across different types of fairness.  

Method 

Sample 

The sample comprised 380 male individuals who were previously sentenced to a term 

of imprisonment for a serious violent offence as defined in schedule 1 (clause 3) of the 
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Sentencing Act 1991 (Vic) from Victoria, Australia, and received into prison during the period 

of January 2015 to December 2017. These individuals were assessed with the LS/RNR while 

serving either a prison sentence (n = 231, 60.79%), a community corrections order (n = 148, 

38.95%), or a parole order (n = 1, 0.26 %). The sample included 180 (47.37%) individuals who 

identified as Aboriginal and Torres Strait Islander peoples and 200 (52.63%) who identified as 

non-Aboriginal and Torres Strait Islanders.  

LS/RNR completions, demographics, and dates of incarceration, community correction 

orders, and parole orders were provided by Corrections Victoria. Information regarding 

charges post LS/RNR assessment was obtained from the Victorian Police Law Enforcement 

Assistance Program (LEAP) database for the period of January 2015 through to December 

2019. The Department of Justice and Community Safety (Victoria) Human Research Ethics 

Committee and the Swinburne University Human Research Ethics Committee provided ethical 

approval for the present study.  

Measures 

Level of Service/Risk Needs Responsivity  

The LS/RNR (Andrews et al., 2008) is an actuarial instrument that was developed to 

estimate an individual’s risk of general recidivism and identify their criminogenic needs. The 

General Risk/Needs section has eight factors: Criminal History, Education/Employment, 

Family/Marital, Leisure/Recreation, Companions, Alcohol/Drug Problem, Procriminal 

Attitude, and Antisocial Pattern. All items within these factors produce a score of either 0 when 

absent or 1 when present. They are summed to create factor scores and a total risk score. With 

the total score, individuals can be categorised into risk levels including very low risk (0–4), 

low risk (5–10), medium risk (11–19), high risk (20–29) and very high risk (30–43).  
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Recidivism 

Recidivism was defined as any police charge while at risk in the community (i.e., not 

during a period of incarceration). The follow up for the present study was from LS/RNR 

assessment (or release date for those incarcerated) to either the date of first charge for those 

who engaged in recidivism or the end of the follow up period date for those who did not engage 

in recidivism (31-12-2019). The average follow up time for the sample was 280.56 days (SD = 

329.24). The majority of the sample were found to be general recidivists by the end of the 

follow up period (n = 306, 80.53%) for which the average time from LS/RNR assessment to 

first offence was 184.75 days (SD = 233.80). This differed between groups, with more 

Aboriginal and Torres Strait Islanders engaging in recidivism compared to non-Aboriginal and 

Torres Strait Islanders (85.56% and 76%, respectively) by the end of the follow up period. 

Analytical Approach 

All data was analysed through RStudio using R version 4.0.2 (R Core Team, 2021). 

Numerous packages were used, including the tidyverse packages (Version 1.3.0; Wickham, 

2019) for data cleaning and management, pROC (Version 1.16.2; Robin et al., 2020) to 

generate receiver operating characteristic (ROC) curves and AUC values, caret (Version 6.0-

88; Kuhn, 2021) for model training and cross-validation, glmnet (Version 4.1-2; Friedman et 

al., 2021) for penalised logistic regression, randomForest (Version 4.6-14; Liaw & Wiener, 

2018) for random forest algorithms, gbm (Version 2.1.8; Greenwell et al., 2020) for stochastic 

gradient boosting, e1071 (Version 1.7-8; Meyer et al., 2021) for support vector machine 

algorithms, and cutpointr (Version 1.1.1; Thiele, 2021) to generate optimal cut-offs. 

Area under the Curve (AUC) 

The AUC is the probability that a randomly selected individual who is a recidivist will 

receive a higher risk score compared to a randomly selected individual who is not a recidivist. 
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The AUC is base rate resistant and provides an index of a risk instrument’s sensitivity and 1 –

specificity across various thresholds (Cook, 2007). The AUC value ranges from 0 to 1, with 

0.5 reflecting discrimination at chance levels (Rice & Harris, 2005).  

Fairness 

Cross Area under the Curve (xAUC). The xAUC (Kallus & Zhou, 2019) is a 

modification of the AUC that measures discrimination between groups instead of within to 

better identify disparities. The xAUC is calculated for two sets. The first contains a positive 

outcome from one group and a negative outcome from the other group. The second set is the 

opposite of the first. For the present study, Set 1 includes Aboriginal and Torres Strait Islander 

recidivists as well as non-Aboriginal and Torres Strait Islander non-recidivists. Set 2 includes 

non-Aboriginal and Torres Strait Islander recidivists as well as Aboriginal and Torres Strait 

Islander non-recidivists. The xAUC measures the probability that a random individual who is 

a recidivist from one group receives a higher risk score than a random individual from the other 

group who is not a recidivist. 

Calibration. The calibration of the statistical learning methods was assessed by Brier 

scores (Brier, 1950), which measure the squared error between a predicted probability (ranging 

between 0 and 1) and the outcome (coded as 0 if the outcome did not occur and 1 if the outcome 

did occur). Lower Brier scores indicate better performance and more accurate forecasts, with 

the best possible Brier score being zero and the worst possible Brier score being one. These 

were calculated overall and for both Aboriginal and Torres Strait Islanders, and non-Aboriginal 

and Torres Strait Islanders.  

Predictive Parity. Predictive parity was assessed by calculating the PPV and NPV as 

a percentage for both groups and computing the difference. In order to distinguish between 

those who are predicted to engage in recidivist and those who are not to calculate the relevant 
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metrics for predictive parity, a cut-off value is required. For the present study, the optimal cut-

off was defined as the cut-off that yielded the smallest distance to the point 0, 1 in the receiver 

operating characteristic (ROC) space. This approach was utilised as a test that passes through 

0, 1 on the ROC space reflects perfect discrimination. Although the present study aims to 

maximise fairness, doing this while maintaining discrimination of the LS/RNR was also 

important. Therefore, a cut-off point that prioritised discrimination was utilised and was 

calculated separately for the LS/RNR total risk score and each algorithm.   

Error Rate Balance. Error rate balance was assessed by calculating the FPR and FNR 

as a percentage for both groups and computing the difference. Like predictive parity, error rate 

balance metrics require a cut-off value in order to be calculated. The optimal cut-off yielding 

the smallest distance to 0, 1 in the ROC space was again utilised.  

Statistical Parity. Statistical parity was assessed as the difference between the 

proportions of Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders who were classified as high risk (i.e., the proportion whose predicted probability of 

recidivism was above the optimal cut-off threshold specified for that algorithm).  

Statistical Learning Algorithms 

To account for overfitting and a small sample size, k-fold cross-validation with 10 folds 

was used to validate the algorithms. The data was split into 10 equal folds for which each of 

the folds in turn served as a validation set for the other 90% of the data that is used for training. 

This validation process also trialled numerous parameter options relevant for each algorithm 

to choose the parameter values that resulted in the best performance (i.e., the highest AUC 

value). As the majority of the sample engaged in recidivism, upsampling, or sampling with 

replacement from the minority class (i.e., those who did not go on to engage in recidivism), 

was also used when training the algorithms to account for the imbalanced outcome data. The 
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performance of each algorithm’s prediction on the held-out fold was aggregated and 

summarised to determine the algorithms’ average performance. The algorithms for the present 

study include logistic regression, penalised logistic regression, random forest, stochastic 

gradient boosting, and support vector machine.  

Logistic Regression. Logistic regression was used as a baseline comparison to assess 

the performance of the other algorithms against.  

Penalised Logistic Regression. Penalised logistic regression was also used to increase 

the predictive power of logistic regression by increasing the simplicity of the model and 

reducing overfitting and the impact of collinearity (Zou & Hastie, 2005). Specifically, elastic 

net regression (Zou & Hastie, 2005) was used as it combines both ridge regression and lasso 

regression. The former imposes a penalty term on the squared size of the coefficients and 

shrinks irrelevant predictor coefficients towards zero. The latter imposes a penalty on the 

absolute value of the coefficients and shrinks irrelevant predictor coefficients completely to 

zero. For elastic net regression, another parameter term is imposed that mixes and signifies the 

type of penalty used, ranging from 0 to 1, where 0 reflects a pure ridge regression penalty and 

1 reflects a pure lasso regression penalty.  

Random Forests. Random forests (Breiman, 2001a) are an ensemble based algorithm 

(i.e., a combination of numerous algorithm predictions) of decision trees that combine the 

concepts of bagging with random feature selection. Each tree is grown on a new training set in 

which only a random subset of features is tried through each split in the tree. This introduces 

randomness to the tree construction process and helps to minimise the correlation between trees 

and improve accuracy. Once the ensemble of decision trees (i.e., forest) has been generated, 

the predictions are aggregated and result in an overall predicted probability. 
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Stochastic Gradient Boosting. Stochastic gradient boosting (Friedman, 2002) is a 

consecutive learning process in which a weak learner (i.e., a learner, often a decision tree, that 

predicts slightly better than random) is applied repeatedly to the data. It seeks to find an additive 

algorithm that will minimise the loss function (e.g., squared error). Initially, specified predicted 

values are utilised (e.g., this can be the average) so that the residual can be established between 

that predicted value and the observed value. Then, using a random subsample of the training 

data, a weak learner (e.g., a decision tree) is grown to fit the residuals, and the algorithm is then 

used to predict that subsample. The predicted values are then updated by adding the newly 

predicted values to the previously predicted values.  

This continues for a specified number of iterations, with new decision trees being grown 

to fit the residuals of previous trees (i.e., the difference between the most recent predicted value 

and the observed), and new predicted values being added to the previous. Similar to random 

forests, the final prediction is based on an ensemble of trees. However, with gradient boosting, 

the trees are not created independently, nor are they equal in their contribution to the final 

outcome. Instead, each tree is dependent on past trees and is weighted depending on how much 

of an influence they have over the final outcome. The use of a random subsample helps increase 

the accuracy, execution speed, and robustness of the algorithm.  

Support Vector Machines. Last, support vector machines (Vapnik, 1999) aim to create 

a hyperplane (i.e., a flat boundary) between data points. In a classification example with two 

outcome classes, the hyperplane divides the space between the outcome classes (e.g., recidivist 

and non-recidivist) to create the greatest segregation between the two. Therefore, data points 

that are predicted to fall on either side of this hyperplane can be attributed to an outcome class. 

As these data points are unlikely to be easily separable in two dimensions, kernels are used to 

transform the data into higher dimensions, enabling separation. For the present study, multiple 
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kernels were tested, and ultimately non-linear polynomial kernels were used as they produced 

the highest levels of discrimination.   

Processing Techniques 

Two processing techniques were utilised in the present study. The first was a pre-

processing technique that used residuals in place of the predictor variables. Specifically, 

predictor variables were regressed on to Aboriginal and Torres Strait Islander status and the 

residual for each variable was utilised instead of the original predictor value. This approach 

helps to remove the association between an individual’s Aboriginal and Torres Strait Islander 

status, and other predictor variables from the data before the algorithm is constructed.  

The second processing technique was a post-processing technique that involved 

reassigning the outcome classification through a process known as reject option based 

classification (Kamiran et al., 2012). This process relabels observation outcomes that are 

deemed to be more uncertain (i.e., close to the cut-off value) and influenced by biases. With 

reject option based classification, a critical region boundary (i.e., margin) is specified around 

the cut-off value, denoted by θ. The observations that fall within this region have had their 

labels reassigned specifically to aid in increasing parity among the outcome variables.  

In regard to the present study, the group that engaged in recidivism more had their 

observations that fell within the cut-off + θ reassigned to being predicted to not be a recidivist. 

Conversely, the group that engaged in recidivism less had their observations that fell within 

the cut-off - θ reassigned to being predicted to be a recidivist. Multiple θ values were trailed in 

the present study (ranging from 0.00625 to 0.01), with the final θ value being the one that led 

to the biggest increase in fairness and the lowest reduction in discrimination.  
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Results 

Statistical Learning Methods  

AUC 

The AUC was established for the LS/RNR total risk score, as well as for each statistical 

learning method. The AUCs are presented in Table 1. For the original measure (i.e., the 

LS/RNR risk score), the AUC is reported alongside the 95% confidence interval (CI). For the 

algorithms, the average AUC is reported alongside the range of AUC values from the 10 cross-

validation folds. The LS/RNR total risk score yielded the lowest AUC overall, with marginal 

improvements being found with logistic regression and random forest algorithms. Penalised 

logistic regression, stochastic gradient boosting, and support vector machine algorithms led to 

improvements in the LS/RNR’s ability to discriminate recidivists from non-recidivists. 

Improvements were also identified across all algorithms for Aboriginal and Torres Strait 

Islanders when compared to the original LS/RNR total risk score. Only for non-Aboriginal and 

Torres Strait Islander people did the performance of algorithms vary. Improvements in 

discrimination were only notable for the stochastic gradient boosting model.  
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Table 1 

AUC for the LS/RNR Risk Score and Statistical Learning Methods  

 

Overall 

Aboriginal and 

Torres Strait Islander 

Non-Aboriginal and 

Torres Strait Islander 

 

AUC Range AUC Range AUC Range 

LS/RNR Total Risk Score .64 .57-.70 .60 .49-.70 .63 .55-.72 

Logistic Regression  .65 .45-.85 .70 .43-.92 .59 .31-.85 

Penalised Logistic Regression .73 .53-.85 .80 .56-.94 .66 .49-.82 

Random Forest .67 .50-.78 .66 .21-1 .59 .43-.78 

Stochastic Gradient Boosting .73 .59-.88 .71 .53-.87 .73 .57-.92 

Support Vector Machine  .70 .47-.80 .67 .42-.97 .64 .49-.86 

 

Fairness 

xAUC. The xAUC was calculated for the LS/RNR risk score and each of the statistical 

learning methods. The xAUC alongside the 95% CI or range of xAUC values is presented in 

Table 2. The xAUC was higher for Set 1 (Aboriginal and Torres Strait Islander recidivists and 

non-Aboriginal and Torres Strait Islander non-recidivists) for the LS/RNR risk score and all 

algorithms. The biggest disparity between the groups was identified for the LS/RNR total risk 

score, with the xAUC for Set 2 (non-Aboriginal and Torres Strait Islander recidivists and 

Aboriginal and Torres Strait Islander non-recidivists) being below chance levels.  
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Table 2 

xAUC for the LS/RNR Risk Score and Statistical Learning Methods  

 

Set 1 Set 2 

 

 

xAUC Range xAUC Range xAUC Diff 

LS/RNR Total Risk Score .75 .68-.83 .46 .35-.57 .29 

Logistic Regression .71 .42-1 .60 .25-.77 .11 

Penalised Logistic Regression .79 .70-.90 .64 .42-.85 .15 

Random Forest .77 .68-.87 .57 .17-.95 .20 

Stochastic Gradient Boosting .79 .71-.95 .62 .25-.88 .17 

Support Vector Machine .81 .64-.92 .56 .25-.91 .25 

 

Calibration. Brier scores to assess calibration were calculated for each statistical 

learning method and are presented in Table 3. A Brier score was unable to be calculated for 

the original LS/RNR total risk score as predicted probabilities are required as part of the 

calculation. The logistic regression algorithm was used here as the baseline comparison model. 

The greatest level of calibration overall was identified with the random forest algorithm. 

Furthermore, greater levels of calibration were also reported for Aboriginal and Torres Strait 

Islanders for all algorithms. The disparity between Aboriginal and Torres Strait Islanders and 

non-Aboriginal and Torres Strait Islanders on Brier scores was greatest for the logistic 

regression algorithm, with the closest Brier scores being found for the stochastic gradient 

boosting algorithm.  
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Table 3 

Brier Scores for Statistical Learning Methods using LS/RNR Items 

 

Overall 

Aboriginal and Torres 

Strait Islander 

Non-Aboriginal and 

Torres Strait Islander 

 

Brier Range Brier Range Brier Range 

Logistic Regression .241 .144-.329 .194 .072-.335 .280 .192-.392 

Penalised Logistic Regression .221 .200-.237 .204 .181-.226 .237 .209-.270 

Random Forest .148 .128-.173 .115 .070-.209 .181 .142-.259 

Stochastic Gradient Boosting .211 .194-.225 .199 .176-.228 .222 .196-.240 

Support Vector Machine .228 .177-.296 .196 .118-.285 .255 .206-.318 

 

Predictive Parity, Error Rate Balance, and Statistical Parity. Predictive parity, 

error rate balance, and statistical parity differences between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders are reported in Table 4 for the 

LS/RNR total risk score and algorithms using the LS/RNR items. For each of these fairness 

definitions, the non-Aboriginal and Torres Strait Islander value was subtracted from the 

Aboriginal and Torres Strait Islander value. For predictive parity, error rate balance, and 

statistical parity values by group, please refer to the supplementary materials.  
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Table 4 

Predictive Parity, Error Rate Balance, and Statistical Parity Differences between Groups  

 

The LS/RNR total risk score had notable differences in error rate balance and statistical 

parity, with Aboriginal and Torres Strait Islanders having a significantly higher FPR, 

significantly lower FNR, and a larger proportion classified as high risk. All algorithms were 

found to lower the FPR differences, specifically the regression based models. All the 

algorithms besides random forests were also found to improve fairness between FNRs and 

statistical parity. Disparities in PPV were relatively minimal for all algorithms and the LS/RNR 

risk score, with Aboriginal and Torres Strait Islanders having a higher PPV. Conversely, 

Aboriginal and Torres Strait Islanders had a lower NPV, which was most notable for the 

LS/RNR total risk score and the stochastic gradient boosting models.  

 

 

 

PPV Diff NPV Diff FPR Diff FNR Diff High Risk Diff 

LS/RNR Total Risk Score 4.07 -11.80 26.12 -17.43 20.83 

Logistic Regression 8.19 -2.23 -2.27 -12.44 12.70 

Penalised Logistic Regression 2.90 -3.59 11.00 -16.04 18.60 

Random Forest 5.11 -6.16 22.31 -19.12 21.41 

Stochastic Gradient Boosting 1.98 -12.38 14.07 -7.23 11.87 

Support Vector Machine 0.73 -8.57 21.84 -14.51 18.82 
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Processing Techniques  

AUC 

 The AUC was calculated for algorithms for both the pre-processing technique (i.e., 

residuals) and the post-processing technique (i.e., reject option based classification). The AUC 

and the range of AUCs from the 10-fold cross validations are presented in Table 5. Overall, 

the discrimination of the algorithms was minimally impacted after applying pre- or post-

processing techniques. For the tree base algorithms (random forest and stochastic gradient 

boosting), pre-processing resulted in a marginal improvement in AUC, whereas the remaining 

algorithms resulted in similar or slightly smaller AUCs. For Aboriginal and Torres Strait 

Islanders, pre-processing resulted in a marginally higher AUC for the random forest and 

support vector machine algorithms, and unchanged or slightly reduced AUCs for the remaining 

algorithms. For non-Aboriginal and Torres Strait Islanders, pre-processing led to a mild 

improvement for the penalised logistic regression, random forest, and stochastic gradient 

boosting algorithms, and the remaining algorithms had AUCs comparable to the algorithms 

without processing changes.  
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Table 5 

AUC for Statistical Learning Methods using Pre- and Post-Processing Techniques  

  

Overall 

Aboriginal and 

Torres Strait Islander 

Non-Aboriginal and 

Torres Strait Islander 

 

Processing AUC Range AUC Range AUC Range 

Logistic Regression Pre .63 .46-.88 .70 .43-.92 .59 .31-.90 

 

Post .64 .44-.85 .70 .43-.92 .58 .31-.85 

Penalised Logistic Regression Pre .72 .53-.84 .79 .54-.94 .68 .50-.82 

 

Post .73 .53-.85 .80 .56-.94 .66 .49-.83 

Random Forest Pre .69 .49-.84 .70 .21-1 .61 .39-.85 

 

Post .66 .48-.78 .66 .21-1 .59 .41-.78 

Stochastic Gradient Boosting Pre .74 .56-.90 .71 .52-.93 .75 .56-.98 

 

Post .73 .57-.86 .71 .53-.87 .72 .54-.87 

Support Vector Machine Pre .68 .51-.82 .68 .37-.94 .64 .44-.86 

 

Post .69 .46-.79 .66 .42-.97 .63 .49-.84 

 

Fairness 

xAUC. The xAUC was calculated for the statistical learning methods using the pre- 

and post-processing techniques. The xAUC and range of xAUC values from the cross-

validation samples are reported in Table 6.  
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Table 6 

xAUC for Statistical Learning Methods using Pre- and Post-Processing Techniques  

  

Set 1 Set 2 

 

 

Processing xAUC Range xAUC Range xAUC Diff 

Logistic Regression Pre .62 .39-.97 .66 .25-.86 -.04 

 

Post .70 .40-1 .61 .25-.80 .09 

Penalised Logistic Regression Pre .67 .56-.79 .77 .54-.96 -.10 

 

Post .78 .70-.90 .64 .42-.90 .14 

Random Forest Pre .89 .76-.98 .45 .08-.82 .44 

 

Post .74 .60-.84 .58 .17-.95 .16 

Stochastic Gradient Boosting Pre .91 .80-1 .45 .25-.77 .46 

 

Post .79 .69-.95 .63 .25-.88 .16 

Support Vector Machine Pre .67 .52-.84 .68 .33-.94 -.01 

 

Post .80 .61-.91 .56 .25-.91 .24 

 

Compared to the original algorithms reported in Table 2, pre and post processing for 

the majority of algorithms led to a decrease in xAUC for Set 1 (Aboriginal and Torres Strait 

Islander recidivists and non-Aboriginal and Torres Strait Islander non-recidivists) and an 

increase in xAUC for Set 2 (non-Aboriginal and Torres Strait Islander recidivists and 

Aboriginal and Torres Strait Islander non-recidivists). Only the tree-based models with pre-

processing had the opposite finding. This led to a decrease in xAUC differences from the 
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original algorithms and from the LS/RNR total risk score for all algorithms besides the pre-

processed random forest and stochastic gradient boosting algorithms. In particular, the 

stochastic gradient boosting algorithm with pre-processing resulted in almost perfect parity 

between Set 1 and Set 2 xAUCs. 

Calibration. Brier scores were established for the statistical learning methods using 

pre- and post-processing on the LS/RNR items. The Brier scores and the range of scores from 

the validation samples are reported in Table 7. Compared to the original Brier scores presented 

in Table 3, pre and post processing for the majority of algorithms led to lower levels of 

calibration overall and for Aboriginal and Torres Strait Islanders. Only for the random forest 

model was there mild improvement with pre-processing. However, a number of algorithms 

with pre-processing led to an increase in calibration for non-Aboriginal and Torres Strait 

Islanders, namely logistic regression, penalised logistic regression, and support vector machine 

algorithms. This resulted in lower levels of disparity between Brier scores for these algorithms, 

with the closest Brier scores being reported for the penalised logistic regression and support 

vector machine algorithms with pre-processing. Only for the random forest and stochastic 

gradient boosting models with pre-processing was the disparity between Brier scores 

exacerbated.  
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Table 7 

Brier Scores for Statistical Learning Methods using Pre- and Post-Processing Technique  

  

Overall 

Aboriginal and Torres 

Strait Islander 

Non-Aboriginal and 

Torres Strait Islander 

 

Processing Brier Range Brier Range Brier Range 

Logistic Regression Pre .244 .152-.328 .219 .097-.357 .265 .168-.385 

 

Post .242 .145-.332 .195 .074-.336 .281 .192-.392 

Penalised Logistic 

Regression 

Pre .226 .208-.243 .222 .202-.244 .230 .208-.260 

Post .222 .200-.237 .205 .181-.226 .238 .207-.270 

Random Forest Pre .146 .126-.175 .112 .072-.204 .181 .128-.243 

 

Post .148 .128-.174 .115 .071-.210 .181 .142-.259 

Stochastic Gradient 

Boosting 

Pre .220 .208-.233 .204 .188-.219 .234 .214-.249 

Post .211 .194-.225 .199 .176-.228 .222 .196-.241 

Support Vector Machine Pre .245 .176-.269 .233 .166-.284 .254 .185-.318 

 

Post .229 .177-.297 .197 .118-.285 .256 .206-.318 

 

Predictive Parity, Error Rate Balance, and Statistical Parity. Predictive parity, 

error rate balance, and statistical parity metrics were computed for each algorithm for both the 

pre- and post-processing algorithms, and the difference between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders is presented in Table 8.  
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Table 8 

Predictive Parity, Error Rate Balance and Statistical Parity Differences between Groups 

using Pre- and Post-Processing Technique  

 

Processing PPV Diff NPV Diff FPR Diff FNR Diff High Risk Diff 

Logistic Regression Pre 8.93 -7.01 -8.10 -3.32 4.11 

 

Post 10.44 -2.66 -9.27 -7.34 6.70 

Penalised Logistic Regression Pre 6.36 -9.14 -14.83 0.69 1.51 

 

Post 8.40 -7.06 -3.96 -8.60 8.50 

Random Forest Pre -1.46 17.29 38.50 -36.16 39.16 

 

Post 11.67 -3.65 -6.36 -5.50 4.36 

Stochastic Gradient Boosting Pre -2.27 5.66 38.57 -29.45 34.39 

 

Post 4.65 -13.12 3.40 -2.56 5.96 

Support Vector Machine Pre 2.81 -15.29 12.90 -2.31 6.54 

 

Post 6.11 -7.94 7.15 -8.40 10.21 

 

For each of these fairness definitions, the non-Aboriginal and Torres Strait Islander 

value was subtracted from the Aboriginal and Torres Strait Islander value. For predictive 

parity, error rate balance, and statistical parity values by group, please refer to the 

supplementary materials. Pre- and post-processing had mixed effects on the predictive parity 

and error rate balance of the LS/RNR items. Specifically, PPV and NPV disparities were mildly 

increased for the majority of algorithms. However, a number of the NPV differences were 
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smaller than the NPV disparity identified for the LS/RNR total risk score. For error rate balance 

metrics, FPR and FNR disparities were, for the most part, improved. Only for random forest 

and stochastic gradient boosting algorithms with pre-processing were the disparities notably 

increased. Furthermore, for FPR, the disparities increased for logistic regression and penalised 

logistic regression (pre-processing only). However, these disparities were still smaller when 

compared to the original LS/RNR total risk score. Last, the statistical parity as assessed by the 

difference of proportions classified as high risk was improved for all algorithms besides the 

tree-based models using pre-processing. 

Discussion 

The present study explored the use of statistical learning methods with LS/RNR items 

as a way to increase the discrimination and fairness of the LS/RNR instrument. In line with 

previous findings (Liu et al., 2011), a number of the statistical learning methods did not bring 

about notable improvements in discrimination over the LS/RNR total score. Some statistical 

learning methods did demonstrate a significant improvement. Specifically, the biggest 

improvement was found using penalised logistic regression and stochastic gradient boosting 

algorithms for the overall sample, with the former performing the best for Aboriginal and 

Torres Strait Islanders and the latter performing the best for non-Aboriginal and Torres Strait 

Islanders. Statistical learning methods also often demonstrated an increase in fairness across 

groups, whether using just LS/RNR items or using pre- or post-processing techniques. 

Specifically, the stochastic gradient boosting algorithm without any processing techniques was 

found to decrease discrepancies between Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders on xAUC, statistical parity, PPV, and error rate balance, 

whilst improving discrimination overall and for both groups.  
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The pre-processing approach of using residuals in place of original predictors often led 

to similar improvements in increasing fairness between Aboriginal and Torres Straits Islanders 

and non-Aboriginal and Torres Strait Islanders, not only when compared to the original 

LS/RNR total risk score but also to the algorithms with no processing techniques. For example, 

a support vector machine algorithm that relied on residuals as the predictors suffered a slight 

drop in AUC overall when compared to the original support vector machine without 

processing, however, it was improved when compared to the original LS/RNR total risk score. 

Further, this approach produced almost perfect parity between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders on the xAUC. Additionally, closer 

error rate balance, statistical parity, and calibration estimates (albeit a drop in overall 

calibration) between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders were also found.  

Tree-based models (i.e., random forest and stochastic gradient boosting), however, 

were found to increase disparities when using residuals. Specifically, xAUC differences 

between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

were larger than the tree-based models without processing approaches and the LS/RNR total 

risk score. Tree-based models employing residuals effectively discriminated Aboriginal and 

Torres Strait Islander recidivists from non-Aboriginal and Torres Strait Islander non-

recidivists. However, they were unable to discriminate between Aboriginal and Torres Strait 

Islanders who did not engage in recidivism from non-Aboriginal and Torres Strait Islanders 

who did. Calibration, error rate balance, and statistical parity were also negatively impacted, 

with wider disparities for these fairness definitions being reported between Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. The reject option based 

classification post-processing technique was discovered to be a better approach in reducing 

disparities for the tree-based algorithms. Specifically, a stochastic gradient boosting algorithm 
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using post-processing led to similar AUC estimates (overall and for each group) to a stochastic 

gradient boosting algorithm without processing. This, however, reduced the FPR differential 

between Aboriginal and Torres Straits Islanders and non-Aboriginal and Torres Strait Islanders 

to only 3.4%.  

Trade-Offs 

For the original LS/RNR total risk score, predictive parity was relatively comparable 

for Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders, with 

the majority of discrepancies being identified among error rate balance and statistical parity. 

These latter two definitions of fairness were the most improved when using statistical learning 

methods and processing approaches. However, predictive parity, namely positive predictive 

values, was often negatively impacted. The increase in disparities among predictive parity was 

often smaller than the decrease in disparities identified among error rate balance. This was in 

line with previous findings by Skeem and Lowenkamp (2020) and Johndrow and Lum (2017), 

who also reported a slight increase in PPV disparity but improvement in FPR discrepancies 

when using pre-processing approaches. This also highlights the trade-off that exists between 

these two forms of fairness. With a risk assessment instrument that does not have perfect 

accuracy or equal base rates, predictive parity and error rate balance cannot be satisfied 

simultaneously, and one will need to be prioritised.  

The trade-off between discrimination and fairness was not observed in the present 

study. In line with previous research, AUC values were scarcely impacted negatively, with no 

notable losses in discrimination when using processing approaches (Lum & Johndrow, 2016; 

Skeem & Lowenkamp, 2020; Wadsworth et al., 2018). Instead, calibration, as assessed by Brier 

scores, which can also be understood as the accuracy of probabilistic predictions, was found to 

be negatively impeded for the majority of algorithms when using residuals to increase fairness. 
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Another issue surrounds the loss of interpretability that a number of these statistical learning 

methods and processing approaches will have resulted in. Unlike the original LS/RNR in which 

the algorithm to score total risk is known, or approaches like linear regression in which the 

individual importance of predictors can be understood through beta weights, more complex 

approaches and/or the processing approaches will have impeded on the transparency of the 

algorithm.  

Limitations 

The present study was limited by the sample in a number of ways. First, the sample 

included those who were originally sentenced to a term of imprisonment for a serious violent 

offence as outlined by the Sentencing Act 1991 (Vic). As a result, the individuals in this study 

may not be representative of the general prison population for which the LS/RNR was 

developed. Second, Aboriginal and Torres Strait Islander peoples were oversampled in order 

to enable comparisons between groups. In Victoria, Aboriginal and Torres Strait Islanders 

account for 10% of the adult male custodial population (Corrections Victoria, 2022). However, 

this is reflective of all adult prisoners in Victoria and not those specifically incarcerated for a 

serious violent offence. The current sample is therefore not reflective of the wider male prison 

population nor the serious violent offender population.  

Third, the non-Aboriginal and Torres Strait Islander group were unable to be portioned 

into more distinct groups as the vast majority self-reported that they were born in Australia (n 

= 166, 83%), and all identified their primary language as English. Australia is a multi-cultural 

society (Australian Bureau of Statistics, 2020a) and including all of those who do not identify 

as Aboriginal and/or Torres Strait Islander into one group is not reflective of the cultural 

diversity that exists within Australia and ignores the heterogeneity of this group. The self-

reported nature of this demographic information could also further impede the accuracy and 
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generalisability of the findings. Last, the sample size also posed limitations. The statistical 

learning methods employed in the present study produce the best estimates for large sample 

sizes. Although cross-validation approaches were used to mitigate the small sample size, wide 

estimates were reported across the 10 validation folds. AUC has also been cautioned against 

with sample sizes of less than 200, as this can result in large inaccuracies (Hanczar et al., 2010).  

The present study was further limited by relying on a cut-off in order to easily enable 

predictive parity, error rate balance, and statistical parity to be calculated. There are numerous 

ways to determine a cut-off value (Kuhn & Johnson, 2013), with no agreed upon approach to 

effectively determine which is the best method. Further, using a cut-off to enable the 

calculation of these fairness metrics is limited as different cut-offs will produce different 

fairness results (Zottola et al., 2021). Last, although the present study was able to demonstrate 

the potential usefulness of certain statistical learning methods, the transparency of the 

algorithms is less certain than traditional approaches. The importance of the predictors (i.e., 

LS/RNR items) in these algorithms is relatively unknown and therefore poses a real-world 

issue for corrections officers who make decisions for individuals based on risk assessment 

factors regarding treatment and rehabilitation in order to mitigate future risk.  

Implications 

Future research should gather larger, more representative samples to better examine the 

generalisability of the present findings and how estimates may vary across cultural groups. 

Further, fairness metrics could be observed across a range of cut-off values to gain a better 

understanding of the discrepancies that are not limited to a single threshold. Last, the 

exploration of post hoc analyses such as local interpretable model-agnostic explanations 

(Ribeiro et al., 2016) and Shapley values (Shapley, 1953) on these statistical learning methods 

could help counteract the trade-off between the performance of more complex statistical 
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learning methods and interpretability. These approaches could help provide an understanding 

for corrections officers as to which risk factors and items are the most important in predicting 

recidivism and therefore which are the most pivotal for treatment plans and rehabilitation. 

However, post-hoc approaches for increasing the interpretability of statistical learning methods 

need to have their limitations understood. For example, the interpretations are not always 

correct, and they may not make sense or provide enough information to understand how the 

statistical learning method arrived at a prediction (Rudin, 2019).  

The present study also highlighted the issues surrounding the trade-offs that exist across 

certain fairness definitions. The trade-off between error rate balance and predictive parity, in 

particular, raises the question of whether it is more necessary to have equality in predictive 

accuracy (i.e., predictive parity) or equality in the number of errors (i.e., error rate balance). 

This discussion requires thoughtful deliberation by policymakers as to what form of fairness is 

the most relevant to be satisfied for their specific risk assessment, jurisdiction, and cross-

cultural fairness needs. For example, if the emphasis is placed on making cross-culturally fair 

predictions (i.e., predictive parity), so that similar proportions of Aboriginal and Torres Strait 

Islander people and non-Aboriginal and Torres Strait Islander people classified as high risk 

engage in recidivism, the number of errors in observation (i.e., error rate balance) will 

inevitably differ. In the case of the present findings, this would result in a higher proportion of 

Aboriginal and Torres Strait Islanders being classified as high risk on the LS/RNR and not 

going on to engage in recidivism. Conversely, a higher proportion of non-Aboriginal and 

Torres Strait Islanders would be classified as low risk and later become recidivists.  

However, in the case of the present study, certain approaches may potentially lead to a 

publicly acceptable trade-off between these two forms of fairness. For example, even though 

the support vector machine with pre-processing resulted in a slight increase in NPV disparities, 

error rate balance was noticeably improved such that the absolute mean difference for 
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predictive parity metrics (PPV and NPV) was 9.01% and error rate balance metrics (FPR and 

FNR) was comparable at 7.61%.  

The performance of the statistical learning methods in the present study also helped 

mitigate the potential loss that processing approaches to increase fairness may have had on the 

discrimination of the instrument. The ability to discriminate between individuals who went on 

to engage in recidivism from those who did not for the majority of statistical learning methods 

with processing approaches still outperformed the original LS/RNR total risk score. The loss 

in discrimination was mainly noted when compared to the same statistical learning method 

without processing approaches. This demonstrated that when processing approaches were 

applied, the loss of performance was not as great as what was initially gained from using these 

more complex statistical approaches when compared to the original risk assessment instrument.  

Conclusion  

The present study explored the impact of using statistical learning methods and 

processing approaches on the discrimination and fairness of the LS/RNR for Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders from Victoria, Australia. 

These approaches demonstrated positive findings in reducing certain fairness disparities 

(primarily xAUC, error rate balance, and statistical parity) without overly impeding on the 

discrimination of the instrument and should therefore be continued to be explored moving 

forward as an approach to mitigate unfairness in risk assessment instruments. 
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Supplementary Materials 

The predictive parity (PPV and NPV), error rate balance (FPR and FNR), and statistical 

parity (high risk [HR] proportion) for Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders for the LS/RNR total risk score and algorithms using the 

LS/RNR items without processing techniques are reported in Table S1. For Aboriginal and 

Torres Strait Islanders for the LS/RNR total risk score, all algorithms had a slightly higher PPV 

and were noticeably higher in the proportion classified as high risk. For the majority of 

algorithms and the LS/RNR risk score, Aboriginal and Torres Strait Islanders also had a higher 

FPR. NPVs and FNRs were found to be higher overall for non-Aboriginal and Torres Strait 

Islanders. 
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Table S1 

Predictive Parity, Error Rate Balance, and Statistical Parity Values by Group 

 

Aboriginal and Torres Strait Islander 

Non-Aboriginal and Torres Strait 

Islander 

 

PPV NPV FPR FNR HR PPV NPV FPR FNR HR 

LS/RNR Total Risk Score 87.88 20.83 61.54 24.68 73.33 83.81 32.63 35.42 42.11 52.50 

Logistic Regression 93.69 32.97 23.33 33.48 60.31 85.50 35.20 25.60 45.92 47.61 

Penalised Logistic Regression 93.30 37.41 33.33 22.00 71.14 90.40 41.00 22.33 38.04 52.54 

Random Forest 91.30 32.50 46.67 22.38 72.42 86.19 38.66 24.36 41.50 51.01 

Stochastic Gradient Boosting 92.82 31.88 35.00 26.08 67.82 90.84 44.26 20.93 33.31 55.95 

Support Vector Machine 91.57 33.69 46.67 19.78 74.68 90.84 42.26 24.83 34.29 55.86 

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate; HR high risk.  

 

The predictive parity, error rate balance, and statistical parity for Aboriginal and Torres 

Strait Islanders and non-Aboriginal and Torres Strait Islanders for the algorithms with both 

processing techniques (pre and post) are reported in Table S2. Similar to the original algorithms 

and the LS/RNR total risk score, Aboriginal and Torres Strait Islanders were still found to have 

higher PPVs on the majority of algorithms with processing (besides the tree-based models) and 

a higher proportion classified as high risk for all algorithms. In contrast to the algorithms 

without processing, logistic regression, penalised logistic regression, and random forest (only 

with post-processing) instead produced a higher FPR for non-Aboriginal and Torres Strait 
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Islanders. NPVs and FNRs for the majority of algorithms remained higher for non-Aboriginal 

and Torres Strait Islanders. 

 

Table S2 

 Predictive Parity, Error Rate Balance, and Statistical Parity Values by Group using Pre- 

and Post-Processing Techniques 

Note. PPV positive predictive value; NPV negative predictive value; FNR false negative rate; 

FPR false positive rate; HR high risk.  

  

Aboriginal and Torres Strait Islander 

Non-Aboriginal and Torres Strait 

Islander 

  

PPV NPV FPR FNR HR PPV NPV FPR FNR HR 

Logistic Regression Pre 94.54 30.15 20.00 38.45 55.49 85.61 37.16 28.10 41.77 51.38 

Post 93.44 30.52 23.33 37.92 56.49 83.00 33.18 32.60 45.26 49.79 

Penalised Logistic 

Regression 

Pre 95.43 37.86 15.00 28.73 63.34 89.07 47.00 29.83 28.04 61.83 

Post 93.02 30.71 33.33 27.44 66.41 84.62 37.77 37.29 36.04 57.91 

Random Forest Pre 90.80 55.83 52.50 12.83 81.63 92.26 38.54 14.00 48.99 42.47 

Post 92.06 29.81 38.33 31.91 63.06 80.39 33.46 44.69 37.41 58.70 

Stochastic Gradient 

Boosting 

Pre 91.15 48.17 50.00 13.69 80.63 93.42 42.51 11.43 43.14 46.24 

Post 92.34 28.90 35.00 29.25 65.31 87.69 42.02 31.60 31.81 59.35 

Support Vector Machine Pre 91.39 26.10 38.33 33.58 61.72 88.58 41.39 25.43 35.89 55.18 

Post 90.98 30.38 46.67 25.26 69.87 84.87 38.32 39.52 33.66 59.66 
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Chapter Six: Empirical Study Three 

6.1 Introduction 

The increased use of statistical learning methods within forensic risk assessment has 

been met with criticism due to the lack of interpretability of this approach. Unlike more 

traditional approaches to estimating risk, in which the relationship between predictors and the 

outcome is easily discernible, statistical learning methods can often result in an algorithm that 

is lacking in transparency. However, there are further analyses that can be conducted on 

statistical learning methods to help increase the interpretability and gain an understanding of 

the importance of predictors to the predicted outcome. For example, Shapley values can be 

calculated, which fairly distribute the difference between the average prediction for the 

statistical learning method and an individual’s prediction across all predictors. This strategy 

provides a mathematical and fair way to improve the interpretability of statistical learning 

approaches. Nevertheless, there is limited literature on this approach for forensic risk 

assessment instruments.  

This chapter presents the third empirical study that addresses the second research aim 

by responding to research question five. The second empirical study identified that a number 

of statistical learning methods were useful in increasing the discrimination of the LS/RNR total 

risk score. Further, processing approaches were also beneficial for increasing cross-cultural 

fairness between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders. Therefore, this empirical study utilised Shapley values as a way to increase the 

interpretability of statistical learning methods that increased the discrimination and/or fairness 

of the LS/RNR total risk score. Specifically, penalised logistic regression, stochastic gradient 

boosting, and support vector machine algorithms were used alongside pre- and post-processing 

techniques that were used to further increase fairness. Shapley values were calculated for the 
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entire sample, as well as for Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders to compare important predictors (i.e., LS/RNR items) across the two 

groups. For ease of reporting, this empirical study reports the five highest mean absolute 

Shapley values for each statistical learning method.  

Empirical Study Three is titled “Increasing the Cross-Cultural Fairness of the LS/RNR 

and Interpretability of Statistical Learning Methods” and has been submitted to Psychiatry, 

Psychology, and Law for publication. Psychiatry, Psychology, and Law is a peer-reviewed 

journal that explores research and practice developments in the disciplines of forensic 

psychiatry, criminology, behavioural science, and law. The Author Indication Form that details 

the contribution of each author to this manuscript is included in Appendix A. 
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Abstract 

Statistical learning methods have shown promise in increasing the cross-cultural fairness of 

risk assessment instruments; however, it has been argued that this comes at the cost of 

interpretability. This poses problems in practice, especially if risk estimates are used to aid in 

decision making. Recently, Shapley values have been used as an approach to increase the 

interpretability of statistical learning methods. The present study calculated Shapley values to 

improve the interpretability of statistical learning methods that were constructed to optimise 

discrimination and improve fairness of the Level of Service/Risk Needs Responsivity 

(LS/RNR), a widely used risk assessment instrument, for Aboriginal and Torres Strait Islanders 

and non-Aboriginal and Torres Strait Islanders from Australia (N = 380). Statistical learning 

methods included penalised logistic regression, stochastic gradient boosting, and support 

vector machine algorithms using the LS/RNR items, with pre- and post-processing being 

applied to increase fairness. The area under the curve (AUC) was used to assess discrimination, 

and the cross area under the curve (xAUC), error rate balance, calibration, predictive parity, 

and statistical parity were used to assess fairness. Statistical learning methods were found to 

increase discrimination and fairness (primarily xAUC, error rate balance, and statistical parity) 

between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders 

compared to the LS/RNR total risk score. Shapley values revealed that current drug use, current 

unemployment, and criminal history were the biggest mean marginal contributors to the 

average prediction of recidivism and individual predictions of recidivism. The findings 

demonstrate that Shapley values offer a useful approach to increasing the interpretability of 

more opaque statistical learning methods that have increased the discrimination and/or fairness 

of risk assessment instruments.  

Keywords: risk assessment, statistical learning methods, Shapley values, fairness, 

cross-cultural   
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Introduction 

The past decade has seen the increase of statistical learning methods (i.e., machine 

learning) within risk assessment (Spivak & Shepherd, 2020). In the criminal justice system, 

risk assessment instruments are used to estimate the risk of an individual engaging in 

recidivism, with modern risk instruments often classified as either actuarial risk instruments or 

structured professional judgement guides (SPJ; Yang et al., 2010). Actuarial instruments use a 

formula to combine present risk factors (e.g., criminal history, education and employment, and 

antisocial personality) that are empirically related to recidivism, and SPJ instruments provide 

guidelines to help clinicians determine an individual’s level of risk based on present risk factors 

(Singh, 2012). The use of statistical learning methods within risk assessment has predominantly 

been used to increase the predictive accuracy and/or discrimination (i.e., the ability to 

differentiate an individual who goes on to engage in recidivism from an individual who does 

not) of risk assessment instruments. This is due to statistical learning methods prioritising 

predictive accuracy and being an effective approach for incorporating a large number of 

predictors without the need to pre-specify relationships (e.g., interactions between predictor 

variables; Breiman, 2001b).  

Fairness in Risk Assessment Instruments 

When it comes to risk assessment, fairness broadly relates to a risk assessment 

instrument performing equally across different groups (Verma & Rubin, 2018). More recently, 

statistical learning methods have also been used as a method to increase the fairness of risk 

assessment instruments between cultural minorities (e.g., African Americans and Indigenous 

populations of North America) and cultural majorities (Berk et al., 2018). Processing 

approaches which alter the statistical learning method algorithm at various stages of 

construction (i.e., pre, in, or post-processing) can be used to increase fairness. Fairness, which 
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can encompass numerous statistical definitions, is an ongoing problem within risk assessment 

instruments. Error rate balance, or parity between groups among errors in observation, has not 

been satisfied in cross-cultural studies, with cultural minorities being classified as high risk and 

not going on to engage in recidivism more often, and cultural majorities being classified as low 

risk and engaging in recidivism more frequently (Angwin et al., 2016; Flores et al., 2016; 

Larson et al., 2016; Whiteacre, 2006).  

Predictive parity, or parity between groups among classification predictions, has also 

been found to show disparities between cultural groups. High risk classifications are found to 

be more accurate for cultural minorities and low risk classifications are more accurate for 

cultural majorities (Muir et al., 2020; Shepherd et al., 2015; Whiteacre, 2006). Similarly, 

calibration disparities, in which risk scores do not reflect the same probability of recidivism, 

have also been found, primarily among Indigenous and non-Indigenous groups from North 

America and Australia (Thompson & McGrath, 2012; Wilson & Gutierrez, 2014).  

Last, significant scoring differences between cultural minorities and cultural majorities 

have also been reported, with cultural minorities scoring significantly higher on total risk scores 

and risk factors that often reflect greater levels of social and economic disparity experienced 

by cultural minorities (Day et al., 2018; Olver et al., 2014; Shepherd, Adams, et al., 2014; 

Smallbone & Rallings, 2013). Violating these definitions of fairness could disadvantage certain 

cultural groupings as risk assessment instruments are sometimes used to inform decision 

making around sentencing, bail, treatment, and supervision (Monahan & Skeem, 2016). For 

example, risk scores or classifications that do not align with an observed outcome of recidivism 

could result in improper treatment and rehabilitation approaches, such as unnecessary 

restrictions or a lack of intervention that could have helped mitigate future risk.  
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Transparency of Statistical Learning Methods 

Although the use of statistical learning methods is still emerging within this field, initial 

studies have demonstrated promise in increasing the predictive accuracy, discrimination, and 

cross-cultural fairness of risk assessment instruments (Lum & Johndrow, 2016; Skeem & 

Lowenkamp, 2020; Ting et al., 2018; Wadsworth et al., 2018). However, statistical learning 

methods have been criticised due to a lack of transparency. More complex statistical learning 

methods, or the use of processing approaches, can result in an algorithm in which the 

relationship between the predictors and the outcome is relatively unknown.  

In the case of risk assessment instruments, this translates to an inability to understand 

the relationship between risk items and/or factors and the predicted outcome of recidivism. As 

a result, statistical learning methods with limited transparency have been cautioned for use in 

high-stakes decision making, such as in the criminal justice system (Rudin et al., 2020). For 

example, a lack of transparency can result in incomplete or erroneous representations of how 

the statistical learning method uses predictors to predict an outcome, and errors (e.g., data input 

errors) can more easily go undiscovered. A lack of transparency also raises a larger ethical 

concern. As Rudin et al. (2020) state, transparent approaches to risk estimation are more 

accountable and allow the public to critique the methodology and calculations. Since the inner 

workings of statistical learning methods can be unknown, scepticism about the potential bias 

within these processes can arise (Wisser, 2019).  

However, Berk (2021) emphasised that the human brain is also not a transparent 

process, with it being difficult to comprehend how an individual in the criminal justice system 

(e.g., magistrates, parole boards) makes high-stakes decisions. Further, while risk assessment 

instruments can influence decision making, they are not the sole reason for a decision and are 

only one piece of information that is considered (Chouldechova, 2020). There is also evidence 



209 
 

that less transparent statistical learning methods can improve a risk assessment instrument's 

discrimination and/or fairness when compared to transparent approaches (e.g., Johndrow & 

Lum, 2017; Salo et al., 2019; Ting et al., 2018; Wadsworth et al., 2018). Even if there is a loss 

of transparency, further research into statistical learning methods is warranted, especially since 

there are additional analyses that can aid in increasing transparency. For example, researchers 

have begun to use Shapley values (Shapley, 1953), a concept from cooperative game theory, 

in which an outcome can be fairly distributed among a coalition of players. Applied to 

statistical learning methods, this translates to a prediction fairly being distributed among the 

predictors, therefore enabling some understanding of the predicted value.  

Here, Shapley values can be used as a tool to gain an understanding of the importance 

of predictors to the predicted outcome. This approach has been scarcely applied to risk 

assessment instruments. Limited studies have utilised Shapley values, or similar approaches to 

Shapley values such as Shapley additive explanations (SHAP; see Lundberg & Lee, 2017), to 

explore predictor importance in recidivism predictions, with criminal history and age being 

important predictors (Bowen & Ungar, 2020; Kaponen, 2020). However, the use of Shapley 

values is still new within this area, with limited research using this as an approach to explore 

statistical learning methods that have been useful in increasing the discrimination of a risk 

assessment instrument and/or ameliorating violations of fairness definitions.  

Present Study 

In Australia, disparities between Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders on risk assessment instruments have been documented 

in the literature. For example, Aboriginal and Torres Strait Islanders are often found to have 

significantly higher risk scores, and risk assessment instruments are less effective at 

discriminating recidivists from non-recidivists for this group (Shepherd et al., 2015; Shepherd 
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& Strand, 2016; Smallbone & Rallings, 2013). Aboriginal and Torres Strait Islanders are also 

found to experience further disadvantage within the criminal justice system including over-

incarceration and a decreased likelihood of receiving diversion (Australian Bureau of Statistics, 

2020c; Warner et al., 2021). Therefore, the present study aimed to initially use statistical 

learning methods to increase the discrimination and fairness of the Level of Service/Risk Need 

Responsivity (LS/RNR; Andrews et al., 2008) for Aboriginal and Torres Strait Islanders and 

non-Aboriginal and Torres Strait Islanders in Victoria, Australia. Additionally, the present 

study also aimed to use Shapley values to increase the interpretability of statistical learning 

methods so that important LS/RNR items could be identified, thereby overcoming transparency 

difficulties and making statistical learning methods more usable in practice. 

Method 

Sample 

The sample for the present study included 380 males who had previously been 

sentenced to a term of imprisonment for a serious violent offence as defined in schedule 1 

(clause 3) of the Sentencing Act 1991 (Vic) and were received into prison between January 

2015 and December 2017. These individuals were assessed with the LS/RNR by a corrections 

officer after receiving at least a medium risk classification on the Level of Service Inventory-

Revised: Screening Version (Andrews & Bonta, 1998). The sample included 180 (47.37%) 

individuals who identified as Aboriginal and/or Torres Strait Islander people, and the 

remaining 200 (52.63%) individuals identified as non-Aboriginal and Torres Strait Islanders. 

LS/RNR assessment and demographic information were provided by Corrections Victoria, 

with any charges post assessment (within the period of January 2015 to December 2019) being 

obtained from the Victorian Police Law Enforcement Assistance Program (LEAP) database. 

Ethics approval for the present study was obtained from the Department of Justice and 
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Community Safety (Victoria) Human Research Ethics Committee and Swinburne University 

Human Research Ethics Committee.  

Measures 

Level of Service/Risk Needs Responsivity  

The LS/RNR (Andrews et al., 2008) is an actuarial risk assessment instrument 

developed to ascertain an individual’s criminogenic needs and estimate their future risk of 

general recidivism. The General Risk/Needs section of the instrument consists of the Central 

Eight risk domains (Criminal History, Education/Employment, Family/Marital, 

Leisure/Recreation, Companions, Alcohol/Drug Problem, Procriminal Attitude, and Antisocial 

Pattern), which sum to a total possible score of 43. These items result in a score of either 0 

when absent or 1 when present and are summed up to create a total risk score. Individuals can 

be categorised into risk levels based on their total score – very low risk (0–4), low risk (5–10), 

medium risk (11–19), high risk (20–29), and very high risk (30–43).  

Recidivism 

Recidivism in the present study was assessed as a police charge that occurred while at 

risk in the community (i.e., not during a period of incarceration). The average follow up time 

(i.e., time at risk in the community) from the LS/RNR assessment (or from prison release date 

for those who were incarcerated) to either a charge (for those who were recidivists) or the end 

of the follow up period (31-12-2019) for those who were not recidivists was 280.56 days (SD 

= 329.24). For those individuals who engaged in recidivism, the average time to first offence 

post LS/RNR assessment was 184.75 days (SD = 233.80). Recidivism base rates differed 

between groups, with more Aboriginal and Torres Strait Islanders engaging in recidivism 

compared to non-Aboriginal and Torres Strait Islanders (85.56% and 76%, respectively) by the 

end of the follow up period. 
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Analytical Approach 

The present study is an extension of a previous empirical study which explored the use 

of statistical learning methods and processing approaches to increase discrimination and/or 

fairness between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders. Statistical learning methods which aided in increasing the discrimination and/or 

fairness of the LS/RNR within Ashford et al. (2022) are reported and utilised within this study 

to explore the importance of predictors.  

All analyses for the present study were conducted through RStudio using R version 

4.0.2 (R Core Team, 2021). A suite of statistical packages were utilized, including tidyverse 

packages (Version 1.3.0; Wickham, 2019) for data cleaning and management, pROC (Version 

1.16.2; Robin et al., 2020) to generate receiver operating characteristic (ROC) curves and area 

under the curve (AUC) values, caret (Version 6.0-88; Kuhn, 2021) for model training and 

cross-validation, glmnet (Version 4.1-2; Friedman et al., 2021) for penalised logistic 

regression, gbm (Version 2.1.8; Greenwell et al., 2020) for stochastic gradient boosting, e1071 

(Verision 1.7-8; Meyer et al., 2021) for support vector machine algorithms, cutpointr (Version 

1.1.1; Thiele, 2021) to generate optimal cut-offs, and iml (Version 0.10.1; Molnar, 2020) to 

calculate Shapley Values. 

Discrimination 

Discrimination was assessed through the AUC. The AUC provides an index of the 

sensitivity and 1 – specificity of a risk assessment instrument across numerous thresholds and 

ranges from 0 to 1, with 0.5 reflecting chance levels of discrimination (Cook, 2007; Rice & 

Harris, 2005). The AUC is best understood as the probability that a randomly selected 

individual who engages in recidivism will have received a higher risk score than a randomly 

selected individual who did not engage in recidivism.  
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Fairness 

Cross Area under the Curve (xAUC). The xAUC is an alteration to the traditional 

AUC that instead measures discrimination between groups instead of within (Kallus & Zhou, 

2019). The traditional AUC compares individuals who are recidivists to individuals who are 

not recidivists from within one group (e.g., Aboriginal and Torres Strait Islanders), 

demonstrating the ability of a risk assessment instrument to discriminate recidivists from non-

recidivists within that one group. The xAUC is instead calculated across two sets of groups. 

Set 1 contains a positive outcome from one group and the negative outcome from the other. In 

the present study, Set 1 refers to Aboriginal and Torres Strait Islander non-recidivists and non-

Aboriginal and Torres Strait Islander recidivists. The second set is the opposite of the first. 

Therefore, Set 2 in the present study is comprised of Aboriginal and Torres Strait Islander 

recidivists and non-Aboriginal and Torres Strait Islander non-recidivists. Similar to the AUC, 

the xAUC is best understood as the probability that a randomly selected individual from one 

group who goes on to be a recidivist receives a higher risk score than a randomly selected 

individual from the other group who is not a recidivist. 

Calibration. Calibration was assessed through the alignment between the predicted 

probability of recidivism and the recidivism outcome. This was achieved through Brier Scores 

(Brier, 1950), which measure the squared error between the predicted probability and predicted 

outcome. Brier scores can range between 0 and 1, with the best possible Brier score being 0. 

As a Brier score relies on predicted probability, it was unable to be determined for the LS/RNR 

total risk score. Therefore, the items of the LS/RNR were used in a logistic regression algorithm 

to develop predicted probabilities, and this was used to report the calibration of the LS/RNR 

total risk score. 
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Predictive Parity. Predictive parity was assessed by calculating the positive predictive 

value (PPV) and negative predictive value (NPV). PPV refers to the proportion of individuals 

who were classified as high risk who went on to engage in recidivism. NPV refers to the 

proportion of individuals who were classified as low risk who did not go on to engage in 

recidivism. 

Error Rate Balance. Error rate balance was assessed by calculating the false positive 

rate (FPR) and the false negative rate (FNR). The FPR refers to the proportion of individuals 

who were classified as high risk and did not go on to engage in recidivism by the end of the 

follow up period. The FNR refers to the proportion of individuals who were classified as low 

risk and went on to engage in recidivism. 

Statistical Parity. Statistical parity is a measure of scoring differences between groups. 

This was assessed by calculating the proportion of individuals who were classified as high risk 

in each group.  

Cut-Offs. In order to calculate predictive parity, error rate balance, and statistical 

parity, a cut-off was required in order to distinguish high risk from low risk. For the present 

study, the cut-off was determined by the value that yielded the smallest distance to the point 0, 

1 on the receiver operating characteristic (ROC) space. The ROC space is used to calculate the 

AUC, and an instrument with perfect dissemination passes through 0, 1 in the ROC space. This 

was therefore chosen as the cut-off as it was an approach that prioritised discrimination. A cut-

off value was established for the LS/RNR total risk score and for each statistical learning 

method.  

Statistical Learning Methods 

The statistical learning methods used in the present study were penalised logistic 

regression, stochastic gradient boosting, and support vector machines.  



215 
 

Penalised Logistic Regression. Penalised logistic regression, specifically elastic net 

penalised logistic regression (Zou & Hastie, 2005), was used as a statistical learning method to 

increase the simplicity and predictive power of standard logistic regression by reducing 

overfitting, the number of irrelevant predictors, and the impact of collinearity. Elastic net 

regression utilises a parameter that mixes the types of penalty (i.e., ridge and lasso penalties). 

This parameter ranges from 0 to 1, with 0 reflecting pure ridge regression and 1 reflecting pure 

lasso regression. The penalty for ridge regression is imposed on the squared size of coefficients 

and shrinks the coefficients of irrelevant predictors closer towards zero. The penalty for lasso 

regression is imposed on the absolute value of coefficients and shrinks the coefficients of 

irrelevant predictors completely to zero. 

Stochastic Gradient Boosting. Stochastic gradient boosting (Friedman, 2002) is a 

statistical learning method that involves a weak learner (e.g., a decision tree) being repeatedly 

applied to the data. This approach is a consecutive learner that aims to find an additive 

algorithm that minimises the loss function (e.g., the squared error). A decision tree is grown to 

fit the residuals between the predicted and observed values using a subsample of the data for a 

specified number of iterations. At each step, the predicted values are updated by adding the 

newly predicted values to the previous predicted values, with new decision trees grown to fit 

the residuals of previous learners. The final prediction is based on the ensemble of decision 

trees; however, each tree’s contribution to the outcome is not equal. The decision trees are 

weighted depending on their performance, which determines their influence over the final 

prediction. 

Support Vector Machine. Support vector machines (Vapnik, 1999) are a statistical 

learning method that creates a flat boundary known as a hyperplane between data points. For a 

binary outcome (i.e., a classification with two outcomes), the hyperplane is used to divide and 

create the greatest separation between the data points from each outcome class. The data points 
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that fall on either side of this hyperplane are then able to be classified as one outcome or the 

other. Often, data points are unable to be easily separated by a hyperplane in two dimensions, 

with kernels being used to transform the data into a higher dimension, enabling separation 

between the classes. Multiple kernels were trialled in the present study, with non-linear 

polynomial kernels being utilised as they produce the highest performance (i.e., AUC value). 

Cross-Validation. To account for the small sample size of the present study and to 

avoid overfitting (Kuhn & Johnson, 2013), the statistical learning methods were validated using 

k-fold cross validation with 10 folds. Each of the 10 folds served as a validation set for the 

remaining 90% of the data that was used to train the statistical learning method. Multiple 

parameter options for each statistical learning method were also trialled during the validation 

process, with the final statistical learning method being based on the parameters that produced 

the highest level of discrimination (i.e., AUC value). The majority of the present sample 

engaged in general recidivism by the end of the follow up period (i.e., 31-12-2019), resulting 

in imbalanced outcome data (n = 306, 80.53%). Sampling with replacement (i.e., upsampling) 

was therefore used with the training data for the minority outcome class (i.e., non-recidivists). 

The performance of each statistical learning method was aggregated across the 10 folds and 

summarized to determine average performance. 

Processing Approaches 

Two processing techniques were utilised in the present study as an approach to increase 

fairness. The first involves altering the data before training the statistical learning method (i.e., 

a pre-processing approach). To remove the association between predictor variables and an 

individual’s Aboriginal and Torres Strait Islander status, each predictor was regressed onto 

Aboriginal and Torres Strait Islander status with the residual replacing the original predictor 

value. The second approach involved reassigning the outcomes based on their proximity to the 
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cut-off value. This is a post-processing approach known as reject option based classification 

(Kamiran et al., 2012) and involves specifying a margin around the cut-off value. The group 

that engaged in recidivism more and had their prediction fall within the cut-off value and upper 

margin were reclassified as non-recidivists. Conversely, the group that engaged in recidivism 

less and had their prediction fall within the cut-off value and lower margin were reclassified as 

recidivists. This aids in increasing parity between groups on the predicted outcomes. Multiple 

margins around the cut-off value were trailed for each statistical learning method, with the 

margin resulting in an increase in fairness with the lowest level of loss to discrimination being 

chosen. The cut-off value for each statistical learning method was the same as what was utilised 

to calculate the fairness definitions.  

Shapley Values 

Shapley values (Shapley, 1953) is a game theory concept that focuses on the idea that 

a prediction can be fairly attributed to a group of features (Lundberg & Lee, 2017). For the 

present study, the Shapley value for a feature (i.e., a LS/RNR item) can be understood as the 

mean marginal contribution of that feature, across all possible groups of features, to the 

difference between the observed prediction for that individual and the mean prediction 

(Molnar, 2019). This provided an understanding of each feature’s importance in the deviance 

of an individual’s prediction from the mean prediction. The Shapley value for all LS/RNR 

items was calculated for all individuals. For global reporting, the absolute mean Shapley value 

was calculated, and the top five important LS/RNR items for each statistical learning method 

were reported for the overall sample, as well as for Aboriginal and Torres Strait Islanders and 

non-Aboriginal and Torres Strait Islanders. 
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Results 

Discrimination 

Discrimination was established for the overall sample, Aboriginal and Torres Strait 

Islanders, and non-Aboriginal and Torres Strait Islanders. The discrimination for the LS/RNR 

total risk score and the statistical learning methods which notably increase discrimination 

and/or fairness compared to the LS/RNR total risk score are presented in Table 1. Please refer 

to Ashford et al. (2022) for extended results and discussion.  

 

Table 1 

AUC for the LS/RNR Risk Score and Statistical Learning Methods  

 

 

Overall 

Aboriginal and 

Torres Strait 

Islander 

Non-Aboriginal 

and Torres Strait 

Islander 

 

AUC Range AUC Range AUC Range 

LS/RNR Total Risk Score .64 .57-.70 .60 .49-.70 .63 .55-.72 

Penalised Logistic Regression .73 .53-.85 .80 .56-.94 .66 .49-.82 

Stochastic Gradient Boosting .73 .59-.88 .71 .53-.87 .73 .57-.92 

Stochastic Gradient Boosting (post-processing) .73 .57-.86 .71 .53-.87 .72 .54-.87 

Support Vector Machine  .70 .47-.80 .67 .42-.97 .64 .49-.86 

Support Vector Machine (pre-processing) .68 .51-.82 .68 .37-.94 .64 .44-.86 
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For the LS/RNR total risk score, the range refers to the 95% confidence interval. For 

the remaining statistical learning methods, range refers to the range of discrimination estimates 

from the 10 folds. Penalised logistic regression, stochastic gradient boosting, and support 

vector machines using the LS/RNR items all led to an increase in discrimination for the overall 

sample, and for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders. Further, processing approaches to stochastic gradient boosting and support 

vector machine algorithms also led to increases in discrimination compared to the LS/RNR 

total risk score. The support vector machine using pre-processing (i.e., residuals) resulted in 

only a minor loss in discrimination for the overall sample when compared to the support vector 

machine without processing. Similarly, the stochastic gradient boosting algorithm using post-

processing (i.e., reclassification of outcomes) had comparable levels of discrimination to the 

stochastic gradient boosting algorithm without processing.  

For the penalised logistic regression and support vector machine algorithms, higher 

levels of discrimination were found for Aboriginal and Torres Strait Islanders. Conversely, the 

LS/RNR total risk score and stochastic gradient boosting algorithms had higher levels of 

discrimination for non-Aboriginal and Torres Strait Islanders. However, only the penalised 

logistic regression disparity between Aboriginal and Torres Strait Islanders and non-Aboriginal 

and Torres Strait Islanders was notable.  

Fairness 

xAUC 

xAUC was established for both Set 1 (Aboriginal and Torres Strait Islander recidivists 

and non-Aboriginal and Torres Strait Islander non-recidivists) and Set 2 (Aboriginal and Torres 

Strait Islander non-recidivists and non-Aboriginal and Torres Strait Islander recidivists) and 

are reported in Table 2. The reported range refers to the range of xAUC values obtained from 
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the 10 folds in validation. The xAUC differences highlight that the LS/RNR and the majority 

of statistical learning methods were more efficient at discriminating Aboriginal and Torres 

Strait Islander recidivists from non-Aboriginal and Torres Strait Islander non-recidivists (i.e., 

Set 1). 

 

Table 2 

xAUC values for the LS/RNR Risk Score and Statistical Learning Methods  

 

Set 1 Set 2 

 

xAUC Range xAUC Range 

LS/RNR Total Risk Score .75 .68-.83 .46 .35-.57 

Penalised Logistic Regression .79 .70-.90 .64 .42-.85 

Stochastic Gradient Boosting .79 .71-.95 .62 .25-.88 

Stochastic Gradient Boosting (post-processing) .79 .69-.95 .63 .25-.88 

Support Vector Machine .81 .64-.92 .56 .25-.91 

Support Vector Machine (pre-processing)  .67 .52-.84 .68 .33-.94 

 

The LS/RNR total risk score was unable to effectively discriminate Aboriginal and 

Torres Strait Islander non-recidivists from non-Aboriginal and Torres Strait Islander recidivists 

(i.e., Set 2). Discrimination among Set 2 was improved when using statistical learning methods 

and processing approaches. Further, the gap between the two sets was reduced when using 

statistical learning methods when compared to the LS/RNR total risk score. When using pre-
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processing with a support vector machine algorithm, this difference was reduced to almost 

zero.  

Calibration, Predictive Parity, Error Rate Balance, and Statistical Parity  

The remaining fairness metrics were established across Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders by assessing the calibration, predictive 

parity (i.e., PPV and NPV), error rate balance (i.e., FPR and FNR), and statistical parity (i.e., 

proportion classified as high risk). Non-Aboriginal and Torres Strait Islander values on these 

metrics were subtracted from Aboriginal and Torres Strait Islander values, and the differences 

between the groups are reported in Table 3. For the values reported by each group for all 

fairness measures, refer to the supplementary materials.  

 

Table 3 

 Calibration, Predictive Parity, Error Rate Balance, and Statistical Parity Differences 

between Groups  

 

 

Calibration PPV NPV FPR FNR High Risk 

LS/RNR Total Risk Score -.09 4.07 -11.8 26.12 -17.43 20.83 

Penalised Logistic Regression -.04 2.90 -3.59 11.00 -16.04 18.60 

Stochastic Gradient Boosting -.02 1.98 -12.38 14.07 -7.23 11.87 

Stochastic Gradient Boosting (post-processing) -.02 4.65 -13.12 3.40 -2.56 5.96 

Support Vector Machine -.06 0.73 -8.57 21.84 -14.51 18.82 

Support Vector Machine (pre-processing)  -.02 2.81 -15.29 12.90 -2.31 6.54 
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Across the LS/RNR total risk score and statistical learning methods, Aboriginal and 

Torres Strait Islander predictions were better calibrated to the outcome. Aboriginal and Torres 

Strait Islanders also had higher PPVs, higher FPRs, and a higher proportion classified as high 

risk. The largest differences were often found for the LS/RNR total risk score, especially 

among calibration, FPR, FNR, and high risk proportion estimates. Statistical learning methods 

reduced the calibration, FPR, FNR, and high risk proportion disparities between Aboriginal 

and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders when compared to 

the LS/RNR total risk score. Further, the majority of statistical learning methods also reduced 

PPV disparities, with only penalised logistic regression and support vector machine algorithms 

reducing NPV disparities compared to the LS/RNR total score. The processing approaches 

applied to the stochastic gradient boosting and support vector machine algorithms aided in 

further reducing FPR, FNR, and high risk proportion differences between Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders.  

Shapley Values 

Overall 

Shapley values for the LS/RNR items were calculated for all individuals. This was 

determined for penalised logistic regression, stochastic gradient boosting, support vector 

machine, and support vector machine with pre-processing. Shapley values were not calculated 

for the stochastic gradient boosting algorithm with post-processing as this processing approach 

made no changes to the Shapley values. The Shapley values for the whole sample were 

aggregated, and the top five mean absolute Shapley values are presented in Figure 1.  
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Figure 1 

Absolute Mean Shapley Values of the Top Five LS/RNR Items for Overall Sample  

 

Across all statistical learning methods, current drug use was the most important 

LS/RNR item in predicting recidivism. Current unemployment was another LS/RNR item that 

was in the top five important predictors across all statistical learning methods. The other 

predictors varied across statistical learning methods. The stochastic gradient boosting 

algorithm mainly had LS/RNR items that related to current and previous criminal activity, 

whereas the support vector machine algorithms had LS/RNR items that related to current drug 

and/or alcohol use that resulted in external problems (e.g., family, employment, or law). The 
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remaining items in the penalised logistic regression were items that measured criminal history 

or current drug and/or alcohol use.  

Aboriginal and Torres Strait Islanders 

Shapley values were also calculated for Aboriginal and Torres Strait Islanders, and the 

top five absolute average Shapley values for each statistical learning method are presented in 

Figure 2.  

 

Figure 2 

Absolute Mean Shapley Values of the Top Five LS/RNR Items for Aboriginal and Torres Strait 

Islanders 
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Similar to the overall sample, current drug use and current unemployment were 

important LS/RNR items in the prediction of recidivism for all statistical learning methods. 

However, for the stochastic gradient boosting algorithm, the number of prior youth dispositions 

was a marginally more important predictor than current drug use. The number of prior youth 

dispositions was also an important predictor for the support vector machine using residuals. 

The remaining top predictors for the support vector machine algorithms were similar to those 

for the overall sample, with predictors relating to the problems arising from current drug and/or 

alcohol use. The predictors and the level of importance of predictors in the penalised logistic 

regression for Aboriginal and Torres Strait Islanders were the same as those for the overall 

sample. 

Non-Aboriginal and Torres Strait Islanders 

Last, the Shapley values were calculated for non-Aboriginal and Torres Strait Islanders, 

and the top five absolute average Shapley values for each statistical learning method are 

presented in Figure 3. Consistent with the Aboriginal and Torres Strait Islanders, current drug 

problems and current unemployment were in the top five important predictors for all statistical 

learning methods. However, unlike Aboriginal and Torres Strait Islanders, current drug 

problems were the most important predictor across all algorithms. The stochastic gradient 

boosting algorithm again had predictors around current and previous criminal activity, as well 

as a predictor that measures an individual’s level of support for crime. Predictors around 

problems arising due to current drug and/or alcohol problems were again consistently found 

for support vector machine algorithms. Further, the predictors and their level of importance in 

the penalised logistic regression algorithm were the same as those found for Aboriginal and 

Torres Strait Islanders.  
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Figure 3 

Absolute Mean Shapley Values of the Top Five LS/RNR Items for non-Aboriginal and Torres 

Strait Islanders 

 

Discussion 

The present study aimed to explore the use of Shapley values as an approach to increase 

the interpretability of statistical learning methods that aided in increasing the discrimination 

and/or fairness of the LS/RNR. In line with previous research (e.g., Lum & Johndrow, 2016; 

Wadsworth et al., 2018), the statistical learning methods used in the present study were found 

to be useful in increasing discrimination and cross-cultural fairness when compared to the 

LS/RNR total risk score. The increase in discrimination was found for the overall sample and 
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for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. 

The statistical learning methods in the present study also demonstrated notable improvements 

in fairness between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders across the majority of fairness definitions. The use of processing approaches to 

further increase the fairness of the LS/RNR resulted in only a minor loss in the instruments’ 

ability to discriminate individuals who went on to engage in recidivism from those who did 

not.  

Further, processing approaches were found to increase the fairness between Aboriginal 

and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders on the definitions 

that had the highest levels of disparity. Specifically, Aboriginal and Torres Strait Islanders were 

more likely to be classified as high risk, classified as high risk and not go on to engage in 

recidivism (i.e., a higher FPR), and less likely to be classified as low risk and engage in 

recidivism (i.e., a lower FNR). Processing approaches applied to both stochastic gradient 

boosting and support vector machine algorithms were found to ameliorate these differences, 

with the support vector machine with pre-processing also being able to reduce xAUC 

differences to almost perfect parity.  

Shapley Values 

The important LS/RNR items in the present study were found to be relatively consistent 

across all statistical learning methods and for both Aboriginal and Torres Strait Islanders as 

well as non-Aboriginal and Torres Strait Islanders. Further, nearly all items found to be in the 

top five important predictors across the algorithms were from three of the Central Eight risk 

factors in the LS/RNR: Criminal History, Alcohol/Drug Problems, and 

Education/Employment. One reason why items from these risk factors were the most important 

predictors could be due to the higher variance that was found among these risk factor scores. 
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When examining the items specifically, the items related to criminal history and current drug 

use had higher variance compared to the other LS/RNR items. A higher variance in predictors 

can result in a more useful predictor, whereas predictors with zero or near-zero variance can 

often have very little effect on the outcome (Kuhn & Johnson, 2013). The following sections 

will further discuss why these LS/RNR items and risk factors specifically were useful in 

predicting the likelihood of recidivism.  

Criminal History 

In line with previous Shapley values research (Bowen & Ungar, 2020; Kaponen, 2020), 

criminal history-based items from the Criminal History risk factor in the LS/RNR (e.g., number 

of prior youth dispositions, number of present offences, number of prior adult convictions) 

were frequently listed in the penalised logistic regression and stochastic gradient boosting 

algorithms as important items. Criminal history has consistently been shown to be one of the 

most important predictors of future recidivism (Eisenberg et al., 2019; Wilson & Gutierrez, 

2014). Research from Australia has demonstrated that prior offending in youth and also 

frequent prior offending in adulthood are linked to an increased risk of later offending (Payne, 

2007). Further, the sample for the present study had all previously been sentenced to a term of 

imprisonment for a serious violent offence, with serious prior offending also being found to be 

related to increased rates of recidivism (Payne, 2007). The high risk nature of the present 

sample, therefore, may explain why criminal history-based items were important predictors. 

The entire sample had previous serious offences and the majority were recidivists by the end 

of the follow up period (i.e., 31-12-2019).  

Drug Problems 

Current drug use from the Alcohol/Drug Problems risk factor was found to be the most 

important predictor across nearly all statistical learning methods. This was found for the overall 
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sample and for both Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres 

Strait Islanders. Further, issues arising from current alcohol and/or drug use such as law 

violations, problems within a family and/or marriage, and problems with school and/or work 

were also consistently found for both groups and primarily for the penalised logistic regression 

and support vector machine algorithms. Drug use specifically is found to have a close 

relationship with offending due to the often illegal nature of drug use (Andrews & Bonta, 

2010), with the odds of criminal behaviour being approximately 2.79 times greater for those 

who abuse drugs than for non-drug users (Bennett et al., 2008).  

In Australia, illicit drug arrests have increased significantly over the last decade, with 

research further indicating a relationship between drug use and criminal behaviour among 

Australians (Australian Institute of Health and Welfare, 2021). For example, in 2018, 65% of 

prison entrants in Australia reported illicit drug use within the 12 months prior to being 

incarcerated (Australian Institute of Health and Welfare, 2021). Further, one in three police 

detainees in 2019 specified that illicit drug use had contributed to their criminal behaviour 

(Australian Institute of Health and Welfare, 2021), and almost half of police detainees in 2020 

reported drug use within the past 30 days (Australian Institute of Criminology, 2021). Current 

drug use at the time of being assessed with the LS/RNR is therefore understandably an 

important predictor of future recidivism, with illicit drug use and/or possession being sufficient 

to be a police charge and therefore labelled as a recidivist in the present study.  

Employment  

Last, current unemployment from the Education/Employment risk factor was also an 

important predictor across all algorithms and for both Aboriginal and Torres Strait Islanders 

and non-Aboriginal and Torres Strait Islanders. This supports previous research that has 

demonstrated a notable link between an individual’s lifestyle and future offending. 
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Specifically, those who are unemployed or without stable employment are more likely to 

engage in recidivism (Payne, 2007). Research in Australia has shown that among previously 

incarcerated individuals, those who were unemployed were significantly more likely to be re-

incarcerated when compared to students or employed individuals (Baldry et al., 2006).  

Limitations 

The findings of the present study were limited by the small sample size, with statistical 

learning methods performing the most accurate estimates with considerably larger sample 

sizes. Although k-fold cross-validation was used to account for the small sample size, wide 

estimates across the fold were reported for discrimination indices. The sample is also not 

reflective of the general Victorian prison population as it consisted of individuals who had 

previously been sentenced to a term of imprisonment for a serious violent offence. 

Additionally, Aboriginal and Torres Strait Islander peoples were oversampled for the present 

study to enable comparisons between groups. In the present study, they represented 47.37% of 

the sample. However, in Victoria, Aboriginal and Torres Strait Islanders account for 10% of 

the male adult prison population (Corrections Victoria, 2022). However, 10% is reflective of 

the whole adult male prison population in Victoria, and not exclusively those who were 

incarcerated for a serious violent offence. Therefore, the current sample does not represent 

either the adult male prison population or the wider serious violent offender population in 

Victoria.  

Also, due to limited demographic information, individuals could only be determined as 

either Aboriginal and Torres Strait Islanders or non-Aboriginal and Torres Strait Islanders 

based on self-reported demographic information. Australia is a multi-cultural society that 

incorporates a large number of culturally and linguistically diverse individuals (Australian 

Bureau of Statistics, 2020a). The approach to categorising individuals in the present study 
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therefore ignores the cultural diversity and heterogeneity of other cultural groups represented 

in the non-Aboriginal and Torres Strait Islander group. The self-reported nature of Aboriginal 

and Torres Strait Islander status may also further limit the accuracy and generalisability of 

these findings.  

Further, the study was limited by the use of a cut-off threshold to determine error rate 

balance, predictive parity, and statistical parity fairness definitions. Risk assessment 

instruments often have more than two risk classifications, with the LS/RNR specifically having 

five risk classifications. Using a single cut-off metric to develop these fairness metrics is 

therefore not reflective of how the instrument would be used in the real world. Further, different 

cut-off values result in different values on fairness definitions as the proportion of people who 

are classified as low risk and high risk changes (Zottola et al., 2021). It may be useful for future 

research to explore the fairness definitions across all possible cut-off values (e.g., all possible 

risk scores) to gain an understanding of the fairness between groups at each possible risk 

score/classification.  

Implications  

There are several implications for the findings of the present study. First, statistical 

learning methods can be used as an approach to increase the discrimination and cross-cultural 

fairness of risk assessment instruments. Second, post hoc analyses such as Shapley values 

allow you to investigate these statistical learning methods and gain a better understanding of 

the significance of predictors to the outcome. This helps to overcome one of the biggest 

limitations of statistical learning methods compared to traditional approaches, with 

interpretability often being lost. This provides a means for administrators of risk assessment 

instruments to improve discrimination and fairness while maintaining interpretability for 

practical usage. If a statistical learning method could be trained and validated on a larger and 
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more representative sample, there is potential for corrections officers to use item scores from 

a risk assessment instrument to generate a predicted probability of recidivism that is better at 

discriminating recidivists from non-recidivists and also fairer cross-culturally. For all items, 

Shapley values could also be calculated to show which items contributed the most to the 

difference between an individual's prediction and the average prediction from the validated 

statistical learning algorithm.  

However, due to the technological difficulty and accompanying costs of implementing 

this approach, the feasibility will likely be limited. Further, it needs to be understood that the 

interpretation of Shapley values is still limited when compared to approaches such as logistic 

regression. Shapley values do not provide a prediction model and therefore do not provide 

information on how changes in the predictors correspond to changes in the prediction (Molnar, 

2019). Further, Shapley values can be easily misinterpreted and need to be understood by users 

of risk assessment instruments as the marginal contribution of a predictor, given the current set 

of predictors, to the difference between the actual and mean prediction. Other approaches such 

as local interpretable model-agnostic explanations (LIME; Ribeiro et al., 2016) can offer a 

prediction model for individual predictions and could also be explored in future research as an 

approach to increasing the interpretability of statistical learning methods that have increased 

the discrimination and/or fairness of risk assessment instruments.   

Second, although various statistical learning methods were used in the present study, 

similar items were found to be important predictors for the sample across all the approaches 

used in the present study. This demonstrates the validity of these items being important 

predictors of recidivism and useful for corrections officers to target in treatment and 

rehabilitation plans. These items also demonstrated their importance cross-culturally, with 

similar items being important for both Aboriginal and Torres Strait Islanders as well as non-

Aboriginal and Torres Strait Islanders. This indicates to corrections officers that these items to 
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be targeted for risk mitigation are comparable across these two groups, with both current drug 

use and current unemployment specifically being consistently important LS/RNR items in 

predicting recidivism.  

Third, the LS/RNR items belonging to the Alcohol/Drug Problems and 

Education/Employment risk factors are particularly useful items that were identified as 

important predictors for the sample as they are dynamic items (i.e., changeable). Specifically, 

both current drug use and current unemployment at the time of assessment are able to be 

directly targeted by corrections officers in treatment. However, both of these factors (and 

treatment/rehabilitation for these factors) are potentially influenced by an individual being in a 

prison setting and can change over time depending on an individual’s length of sentence. 

Regardless, helping the individual gain access to employment and/or providing them with 

treatment for their current drug use, when possible, may aid in mitigating their future risk of 

recidivism.  

Conclusion  

The present study highlights the potential utility of using statistical learning methods 

as an approach to increase the discrimination and fairness of the LS/RNR with a sample of 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders from 

Victoria, Australia. It also contributed to the limited research by demonstrating the usefulness 

of Shapley values for increasing the interpretability of statistical learning. Future research 

should aim to investigate the use of statistical learning methods and Shapley values on a larger, 

more representative sample in order to confirm the current findings and to see how these 

approaches may be utilised in practice. 
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Supplementary Materials  

Calibration as assessed by Brier scores, predictive parity (i.e., PPV and NPV), error 

rate balance (i.e., FPR and FNR), and statistical parity (i.e., high risk proportion) for Aboriginal 

and Torres Strait Islander people are presented in Table S1. Calibration estimates were 

comparable for the LS/RNR total risk score and the majority of statistical learning methods, 

with the support vector machine with pre-processing having the lowest levels of calibration. 

Aboriginal and Torres Strait Islanders were found to have higher PPVs, which were higher 

among the statistical learning methods when compared to the LS/RNR total risk score. 

However, NPVs were low, indicating that the majority of Aboriginal and Torres Strait Islanders 

classified as low risk engaged in recidivism.  

The FNR for the LS/RNR total score was higher than the statistical learning methods, 

indicating that for the LS/RNR total risk score, more than half of Aboriginal and Torres Strait 

Islanders were classified as high risk and did not go on to engage in recidivism by the end of 

the follow up period. In contrast, the FNR was lower across the LS/RNR total risk score and 

all statistical learning methods, indicating that Aboriginal and Torres Strait Islanders were less 

likely to be classified as low risk and later go on to engage in recidivism. For the LS/RNR total 

risk score and all statistical learning methods, the majority of Aboriginal and Torres Strait 

Islanders were found to be classified as high risk. The lowest levels of high risk classification 

were found for the support vector machine with pre-processing. 
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Table S1 

Calibration, Predictive Parity, Error Rate Balance, and Statistical Parity Values for 

Aboriginal and Torres Strait Islanders  

 

Calibration PPV NPV FPR FNR High Risk 

LS/RNR Total Risk Score .19 87.88 20.83 61.54 24.68 73.33 

Penalised Logistic Regression .20 93.30 37.41 33.33 22.00 71.14 

Stochastic Gradient Boosting .20 92.82 31.88 35.00 26.08 67.82 

Stochastic Gradient Boosting (post-processing) .20 92.34 28.90 35.00 29.25 65.31 

Support Vector Machine .20 91.57 33.69 46.67 19.78 74.68 

Support Vector Machine (pre-processing) .23 91.39 26.10 38.33 33.58 61.72 

 

Calibration, predictive parity, error rate balance, and statistical parity for non-

Aboriginal and Torres Strait Islanders are presented in Table S2. Compared to Aboriginal and 

Torres Strait Islanders, non-Aboriginal and Torres Strait Islanders were found to have lower 

levels of calibration. Furthermore, in contrast to Aboriginal and Torres Strait Islanders, the 

LS/RNR total risk score had the lowest levels of calibration. PPV was also high for non-

Aboriginal and Torres Strait Islanders, indicating that individuals who were classified as high 

risk often went on to engage in recidivism. Across the LS/RNR total risk score and statistical 

learning methods, the PPV was slightly lower for non-Aboriginal and Torres Strait Islanders. 

However, NPVs were found to be consistently higher for non-Aboriginal and Torres Strait 

Islanders, demonstrating that more non-Aboriginal and Torres Strait Islanders who were 
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classified as low risk did not go on to engage in recidivism by the end of the follow up period. 

However, the majority of those classified as low risk still engaged in recidivism.  

Non-Aboriginal and Torres Strait Islanders also consistently had a lower FPR and a 

higher FNR when compared to Aboriginal and Torres Strait Islanders. This demonstrates that 

non-Aboriginal and Torres Strait Islanders were less likely to be classified as high risk and not 

go on to engage in recidivism. However, they were more likely to be classified as low risk and 

later engage in recidivism than Aboriginal and Torres Strait Islanders. Only for the stochastic 

gradient boosting algorithm with post-processing were the FPR and FNR estimates found to 

be essentially equivalent for non-Aboriginal and Torres Strait Islanders. Similar to Aboriginal 

and Torres Strait Islanders, the majority of non-Aboriginal and Torres Strait Islanders were 

found to be classified as high risk for the LS/RNR total risk score and across all statistical 

learning methods. However, the proportion of non-Aboriginal and Torres Strait Islanders who 

were classified as high risk was notably lower than that of Aboriginal and Torres Strait 

Islanders. 
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Table S2 

Calibration, Predictive Parity, Error Rate Balance, and Statistical Parity Values for non-

Aboriginal and Torres Strait Islanders  

 

 

  

 

Calibration PPV NPV FPR FNR High Risk 

LS/RNR Total Risk Score .28 83.81 32.63 35.42 42.11 52.50 

Penalised Logistic Regression .24 90.40 41.00 22.33 38.04 52.54 

Stochastic Gradient Boosting .22 90.84 44.26 20.93 33.31 55.95 

Stochastic Gradient Boosting (post-processing) .22 87.69 42.02 31.60 31.81 59.35 

Support Vector Machine .26 90.84 42.26 24.83 34.29 55.86 

Support Vector Machine (pre-processing) .25 88.58 41.39 25.43 35.89 55.18 



246 
 

Chapter Seven: Integrated Discussion 

7.1 Introduction 

This final chapter integrates the findings from the literature review (Chapter Two) and 

three empirical studies (Chapters Four to Six). The research aims and questions outlined in 

Chapter One are discussed with reference to the findings from the empirical studies. These 

findings are also examined in relation to their implications for both theory and practice. Last, 

the methodological limitations of the thesis are discussed, and considerations for future 

research are proposed.  

7.2 Research Overview  

The overall goal of this thesis was to examine and improve the cross-cultural fairness 

of forensic risk assessment. In order to explore this, the thesis had two primary aims. After 

defining fairness and gaining an understanding of how this can be conceptualised within 

forensic risk assessment, the thesis initially aimed to establish the levels of fairness of the 

widely used risk assessment instrument, the LS/RNR, between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders from Victoria, Australia. To address 

this aim, two research questions were posed. The first research question asked to what degree 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders differed 

on the actuarial risk instrument, the LS/RNR, in terms of discrimination (i.e., AUC). This 

question was asked as the majority of the literature has reported on the AUC as the primary 

measure of a risk assessment instrument’s utility (Singh, 2013), and has also used the AUC as 

a metric to compare across cultures to demonstrate comparable performance (e.g., Jones et al., 

2016; Wormith et al., 2015). The second research question explored the level of cross-cultural 

fairness of the LS/RNR with consideration to error rate balance, calibration, predictive parity, 

and statistical parity between Aboriginal and Torres Strait Islanders and non-Aboriginal and 
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Torres Strait Islanders. Both of these research questions and the first research aim were 

explored within Empirical Study One (see Chapter Four).  

The second research aim was to attempt to increase the fairness of the LS/RNR by 

utilising novel statistical approaches while still maintaining an acceptable level of 

discrimination and therefore the utility of the instrument. This was achieved through addressing 

three research questions. The first research question asked if statistical learning methods could 

improve the discrimination of the LS/RNR overall and for both Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders. The second research question asked 

if statistical learning methods using differing processing approaches could increase forms of 

fairness (i.e., error rate balance, calibration, predictive parity, and statistical parity) across the 

two groups while still maintaining appropriate levels of discrimination. These two questions 

were responded to in Empirical Study Two (see Chapter Five). The final research question 

asked if statistical learning methods can have their interpretability increased so that the impact 

of individual predictors can be understood. This was addressed in Empirical Study Three (see 

Chapter Six) by using Shapley values to unpack the importance of predictors (i.e., LS/RNR 

items) for predicting recidivism overall, and for Aboriginal and Torres Strait Islanders as well 

as non-Aboriginal and Torres Strait Islanders.  

7.3 Overview of Literature Review  

In Chapter Two, the literature review highlighted that there are numerous ways to 

define fairness, including error rate balance, calibration, predictive parity, and statistical parity 

(Verma & Rubin, 2018). Most commonly, risk assessment instruments were evaluated to see 

if they were performing the same cross-culturally by assessing their predictive accuracy or the 

discrimination of the instrument through the AUC. The findings demonstrate that there are 

often comparable levels of discrimination between cultural majority and cultural minority 
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groupings (e.g., Dieterich et al., 2016; Lee et al., 2020; Muir et al., 2020; Perrault et al., 2017; 

Skeem & Lowenkamp, 2016), with certain cultural minorities (e.g., Indigenous populations of 

North America and Australia) occasionally reporting lower levels of discrimination (e.g., 

Helmus et al., 2012; Molnar et al., 2020; Shepherd, Luebbers, et al., 2014). However, when 

observing these other fairness definitions in the literature, consistent disparities were identified 

within the limited research that had been conducted. Specifically, error rate balance highlighted 

discrepancies between groups. Cultural minorities were classified as high risk and did not go 

on to engage in recidivism at a higher rate when compared to cultural majorities. Moreover, 

cultural majorities were classified as low risk and went on to engage in recidivism at higher 

rates when compared to cultural minorities (Flores et al., 2016). Differences among predictive 

parity metrics were less pronounced; however, cultural minorities still consistently had a higher 

proportion of individuals who were recidivists both in the low risk and high risk categories 

(Muir et al., 2020; Whiteacre, 2006). Similarly, Indigenous populations from North America 

were found to have higher predicted rates of recidivism across lower risk scores when 

compared to non-Indigenous populations, demonstrating issues with calibration (Wilson & 

Gutierrez, 2014; Wormith & Hogg, 2012; Wormith et al., 2015). Last, statistical parity 

disparities were identified with specific cultural minority groupings consistently found to score 

significantly higher on risk assessment instruments (e.g., Hsu et al., 2010; Lee et al., 2020; Lee 

et al., 2019; Olver et al., 2018; Olver et al., 2014; Shepherd et al., 2015). 

This literature review also highlighted that certain fairness definitions (e.g., error rate 

balance and predictive parity) are incompatible with each other when groups report different 

base rates of recidivism (Berk et al., 2018; Chouldechova, 2017; Corbett-Davies et al., 2017). 

This demonstrates a trade-off that is often unavoidable when pursuing fairness. Last, this 

review discussed the approaches often used to identify and/or address unfairness among 

cultural groups. The review identified that all approaches had significant limitations that 
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needed to be considered. Nor did they solve the potential causes of unfairness. Statistical 

learning methods and processing approaches, on the other hand, provided a time-sensitive and 

feasible approach to increasing fairness, with limited research demonstrating promising results 

(Skeem & Lowenkamp, 2020; Wadsworth et al., 2018).  

7.4 Overview of Empirical Findings  

The findings of the literature review were used to shape the research aims of this thesis. 

This following section will address the key findings of the empirical studies in relation to the 

research aims. 

7.4.1 Research Aim One 

Due to the disparities identified in the literature review across fairness definitions and 

the limited research that has examined cross-cultural fairness, research aim one explored the 

cross-cultural fairness of a commonly used risk assessment instrument, the LS/RNR, among 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. As 

discrimination had been a primary measure of a risk assessment instrument’s utility and a point 

of comparison between cultural groups, Empirical Study One (Chapter Four) initially analysed 

the AUC across groups. Similar to a number of previous findings, comparable discrimination 

was found across Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders, with a slightly lower AUC reported for Aboriginal and Torres Strait Islanders 

(Shepherd & Strand, 2016; Smallbone & Rallings, 2013; Thompson & McGrath, 2012). The 

AUC values found in Empirical Study One also signified that the LS/RNR in general was 

relatively poor at discriminating individuals who went on to engage in recidivism from those 

who did not. To explore discrimination further, this study also incorporated the xAUC (Kallus 

& Zhou, 2019) to compare the discrimination between groups (instead of within). To the 

author’s knowledge, this is the first application of the xAUC for the LS/RNR and within the 
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forensic psychology discipline. The xAUC in the present thesis provided useful information 

about the instruments’ ability to differentiate recidivists from non-recidivists alongside the 

traditional AUC. This study found comparable AUC values across groups, but significant 

disparities in xAUC within groups, such that the LS/RNR was unable to distinguish between 

Aboriginal and Torres Strait Islander non-recidivists and non-Aboriginal and Torres Strait 

Islander recidivists.  

Even with comparable levels of discrimination as assessed by the standard AUC, 

disparities among fairness definitions were found in this empirical study that were in line with 

findings from the literature review. Predictive parity and calibration differences between 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders were 

minor, with Aboriginal and Torres Strait Islanders having higher rates of recidivism primarily 

across lower risk scores and classifications. However, error rate balance and statistical parity 

disparities were more notable between groups. Specifically, Aboriginal and Torres Strait 

Islanders were on average 1.84 times more likely to be classified as high risk and not go on to 

become a recidivist, while non-Aboriginal and Torres Strait Islanders were on average 1.58 

more likely to be classified as low risk and later become a recidivist. Aboriginal and Torres 

Strait Islanders also scored significantly higher on the total LS/RNR risk score and numerous 

risk factors.  

Overall, the LS/RNR was able to discriminate individuals who went on to engage in 

recidivism from those who did not to a similar degree within Aboriginal and Torres Strait 

Islander and non-Aboriginal and Torres Strait Islander groups. However, this was found 

alongside disparities in discrimination between the groups (i.e., xAUC) and among fairness 

definitions, primarily error rate balance and statistical parity. A focus solely on comparable 

AUC values, or within group discrimination, does not effectively demonstrate a risk assessment 
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instrument that is performing equitably across Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders.  

7.4.2 Research Aim Two 

The literature review explored numerous approaches to increasing the cross-cultural 

fairness of forensic risk assessment instruments. Statistical learning methods and processing 

approaches have emerged as a time-sensitive and feasible solution that can be used to increase 

fairness, with the limited previous research finding utility in this methodology for improving 

both the AUC and various fairness definitions such as calibration and error rate balance 

(Johndrow & Lum, 2017; Skeem & Lowenkamp, 2020; Wadsworth et al., 2018). Increases in 

AUC highlight another advantage of statistical learning methods, which are designed to 

optimise predictive accuracy and/or discrimination (Spivak & Shepherd, 2020). This was 

particularly useful for the current thesis, as discrimination (specifically the AUC) is often the 

main metric reported to demonstrate a risk assessment instrument’s utility (Singh, 2013; Singh 

et al., 2013), and the AUC of the LS/RNR from Empirical Study One (Chapter Four) was 

relatively poor. Introducing statistical learning methods to increase fairness may therefore also 

aid in increasing the AUC.  

Research aim two, therefore, aimed to increase the cross-cultural fairness and 

discrimination of the LS/RNR using statistical learning methods and processing approaches. 

Empirical Study Two (Chapter Five) found that multiple statistical learning methods using the 

LS/RNR items were able to increase the discrimination of the LS/RNR when compared to the 

original LS/RNR total risk score. This was in line with previous research that had used a large 

number of predictors with statistical learning methods (Breitenbach et al., 2009; Ting et al., 

2018). A few of these statistical learning methods only led to minor increases in discrimination 

(e.g., logistic regression and random forest algorithms). However penalised logistic regression, 
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stochastic gradient boosting, and support vector machine algorithms resulted in a notable 

increase. These increases were found for the overall sample, and also often for both Aboriginal 

and Torres Strait Islanders as well as non-Aboriginal and Torres Strait Islanders.  

Statistical learning methods were also used with processing approaches including 

residuals (i.e., pre-processing) and reject option based classifications (i.e., post-processing) to 

increase fairness in Empirical Study Two (Chapter Five). This led to mixed results. Overall, 

the pre-processing approach of using residuals often led to an increase in fairness (including 

fewer disparities between xAUC values) compared to the LS/RNR total score and compared 

to statistical learning methods with no processing approaches. These findings were similar to 

previous research that had explored pre-processing approaches in an attempt to increase 

fairness definitions across cultural groups (Johndrow & Lum, 2017; Skeem & Lowenkamp, 

2020). Only minor losses in AUC were found compared to statistical learning methods with no 

processing, with an increase in AUC when compared to the LS/RNR total risk score. However, 

tree-based models (i.e., random forest and stochastic gradient boosting algorithms) using 

residuals produced increased disparities among fairness definitions and the xAUC. The fairness 

definitions that had notable increases in disparities were those that were already reported to 

have significant disparities between Aboriginal and Torres Strait Islanders and non-Aboriginal 

and Torres Strait Islanders in Empirical Study One (Chapter Four), namely error rate balance 

and statistical parity. These tree-based statistical learning methods had better results when 

using reject option based classification as a post-processing approach, with reductions in 

disparities among fairness definitions.  

Certain approaches, such as support vector machines with pre-processing and stochastic 

gradient boosting with post-processing demonstrated notable increases in fairness, primarily 

across xAUC, error rate balance, and statistical parity, which had the largest disparities with 

the LS/RNR total score and from Empirical Study One (Chapter Four). These algorithms 
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specifically also suffered only a minor loss in their ability to discriminate recidivists from non-

recidivists. However, predictive parity metrics and calibration suffered a minor increase in 

disparity between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders. This highlights the trade-off between fairness definitions, specifically error rate 

balance and predictive parity. Increases in fairness among error rate balance was often 

accompanied with an increase in disparity for predictive parity. Comparatively, tree-based 

models with pre-processing that led to increases in disparity among error rate balance metrics 

often had an increase in fairness among one or both of the predictive parity metrics (i.e., 

positive predictive value or negative predictive value). The implications of this finding are 

discussed in more detail within the implications section of this chapter.  

A further trade-off that arose due to the use of statistical learning methods was that 

these approaches are less transparent than traditional causal approaches to forensic risk 

assessment, in which the relationship between the outcome and the predictors is known and 

able to be explicitly stated (Breiman, 2001b). Therefore, in Empirical Study Three (Chapter 

Six), Shapley values were used to help address this limitation and explore the important 

predictors of the statistical learning methods that were useful in increasing the discrimination 

and/or fairness of the LS/RNR in Empirical Study Two (Chapter Five). Specifically, penalised 

logistic regression, stochastic gradient boosting, stochastic gradient boosting with reject 

options based classification (i.e., post-processing), support vector machine, and support vector 

machine with residual (i.e., pre-processing) algorithms were examined using Shapley values.  

Although Shapley values are unable to provide a transparent understanding of the link 

between predictors and the outcome, they do aid in providing useful information about which 

predictors were the most important to the outcome. Empirical Study Three (Chapter Six) found 

similarities in the top five important predictors (i.e., the LS/RNR items with the highest 

absolute average Shapley value) across all statistical learning methods examined. Specifically, 
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both current drug use and current unemployment were notably important predictors of 

recidivism across all statistical learning methods, including those with processing approaches. 

The other predictors that were consistently within the top five highest absolute average Shapley 

values focused on either criminal history items (e.g., number of prior youth dispositions, 

number of present offences, and number of prior adult convictions) or issues resulting from 

current alcohol and/or drug use (e.g., law violations, problems with family/marital, problems 

with school/work). The criminal history items were more notable within the stochastic gradient 

boosting algorithms and the problems arising from current alcohol and/or drug use were more 

notable within the support vector machine algorithms. These findings were also similar across 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. The 

biggest disparity was a slightly higher importance being placed on criminal history items for 

Aboriginal and Torres Strait Islanders; however, this difference was minor.  

Overall, empirical studies two and three (Chapters Five and Six) demonstrated that 

certain statistical learning methods and processing approaches using the LS/RNR items were 

able to increase the discrimination and ameliorate violations of certain fairness definitions 

between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. 

Furthermore, Shapley values offered a potential solution to the transparency issue that 

statistical learning methods can present. Specifically, Empirical Study Three (Chapter Six) 

found that the highest absolute average Shapley values were relatively consistent across all 

statistical learning methods, with current drug use and current unemployment being important 

LS/RNR items that contributed to the prediction of recidivism.                                                                         

7.5 Implications 

The following section will discuss the implications of the present findings and how they 

relate to theory, policy, and practice.  
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7.5.1 Utility of the LS/RNR  

 The present thesis highlights that the LS/RNR was an acceptable but relatively poor 

discriminator. In line with Rice and Harris (2005), the AUC values found for Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders can be considered weak, 

and the AUC for the overall sample was just on the threshold to be considered moderate in 

strength. In other words, the LS/RNR total risk score was poor at differentiating an individual 

who went on to engage in recidivism from an individual who did not, for both Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders.  

Therefore, if this instrument is being used in practice to estimate an individual’s level 

of risk of recidivism, it needs to be understood that an individual with a higher risk score is not 

more likely to go on and engage in recidivism when compared to an individual with a lower 

risk score. Instead, approximately one out of every three individuals, a non- recidivist will have 

a higher LS/RNR risk score than a recidivist. Further, for Aboriginal and Torres Strait Islanders 

in the present thesis, there is only a 60% chance that an individual who engaged in recidivism 

received a higher risk score than an individual who did not engage in recidivism. This raises 

concerns about decisions that may be made on the basis of a risk assessment score. High stakes 

decisions made on the basis of LS/RNR risk scores, and the expectations of recidivism that 

accompany those scores, may be inappropriate or misguided for serious violent offenders. The 

weak AUC values for this sample suggest that the LS/RNR total risk score has a large number 

of false positives among the higher risk scores and classifications (Cook, 2007). When used 

for high stakes decision making, which may result in punitive measures, these decisions will 

likely have negative implications for those who are false positives (e.g., restrictions that impede 

on personal liberty).  
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Further, the ability of the LS/RNR total risk score to discriminate between recidivists 

and non-recidivists was comparable across Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders. This comparability was not maintained between the two 

groups across different metrics of fairness, demonstrating that equivalent discrimination is not 

always indicative of a risk assessment instrument that is fair or performing equally across 

groups. Specifically, comparable AUC between Aboriginal and Torres Strait Islanders and 

non-Aboriginal and Torres Strait Islanders was also found alongside disparate xAUC and 

violations of error rate balance and statistical parity.  

It is worth noting another limitation in reporting the AUC in isolation as this is a 

measure that assesses discrimination within a group (e.g., discriminates Aboriginal and Torres 

Strait Islander recidivists from Aboriginal and Torres Strait Islander non-recidivists). The 

xAUC (Kallus & Zhou, 2019), which is only a minor alteration of the traditional AUC, can 

measure discrimination between groups (e.g., discriminates non-Aboriginal and Torres Strait 

Islander recidivists from Aboriginal and Torres Strait Islander non-recidivists). This 

discrimination measure therefore better assesses the fairness of a risk assessment instrument 

across groups and should be utilised as a metric in the future to be reported alongside the 

traditional AUC. In the present thesis specifically, the xAUC identified that if decisions were 

being made on the basis of the LS/RNR total risk score, Aboriginal and Torres Strait Islander 

non-recidivists are essentially being treated the same as non-Aboriginal and Torres Strait 

Islander recidivists.  

Further, the LS/RNR was found to consistently violate error rate balance across 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders. 

Aboriginal and Torres Strait Islander non-recidivists were more likely to be classified as high 

risk of recidivism, while  non-Aboriginal and Torres Strait Islander recidivists were more likely 

to be classified as low risk of recidivism. This finding again calls into question the validity of 



257 
 

decisions made for this sample on the basis of the LS/RNR total risk score, and also how 

decisions may be disadvantaging certain groups. In this case, non-recidivist Aboriginal and 

Torres Strait Islanders being classified as high risk more often may result in harsher monitoring 

or surveillance that impedes on their personal liberty. Conversely, non-Aboriginal and Torres 

Strait Islander recidivists being classified as low risk of recidivism more often could result in 

lower levels of intervention and/or rehabilitation that may have mitigated their risk of 

recidivism and also increased public safety. In summary, the LS/RNR for the present sample 

resulted in low levels of discrimination and also violated a number of fairness definitions that 

may have direct implications in practice if the instrument’s total risk score is being used to 

influence decision making.  

It is worth noting that the current thesis focused on fairness definitions that were in the 

context of prediction only. This does not necessarily mean that an unfair risk assessment 

instrument will directly result in unfair decision making or treatment of a specific cultural 

group. For example, a risk assessment instrument that was found to be fair (i.e., performed the 

same) for different cultural groups could still result in unfair outcomes for one of those cultural 

groups due to other forms of unfairness or bias within the criminal justice system. On the 

contrary, a risk assessment instrument that was found to perform disparately for different 

cultural groups could still result in fair treatment across groups. The current thesis does, 

however, highlight the ways in which a risk assessment instrument can perform differently 

among cultural groups, which in turn has the potential to translate into unfair outcomes.  

7.5.2 Statistical Learning Methods as an Approach to Increase Fairness  

Statistical learning methods were found to be useful in the present thesis for increasing 

the ability of the LS/RNR to discriminate between individuals who went on to engage in 

recidivism from individuals who did not. Improvements were found for a number of the 
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different statistical learning methods trialled for the overall sample and for both Aboriginal and 

Torres Strait Islanders as well as non-Aboriginal and Torres Strait Islanders. Further, 

processing approaches, namely post-processing (i.e., reject option based classification) for 

tree-based statistical learning methods (i.e., random forests and stochastic gradient boosting), 

and pre-processing (i.e., residuals) for the remaining statistical learning methods, aided in 

ameliorating the violations of fairness definitions that were the most disparate between 

Aboriginal and Torres Strait Islander and non-Aboriginal and Torres Strait Islander individuals. 

Specifically, xAUC, error rate balance, and statistical parity disparities were often decreased 

between the two groups when using these approaches. These findings demonstrate the potential 

usefulness of statistical learning methods and processing approaches in forensic risk 

assessment to increase the utility and fairness of a risk assessment instrument. With limited 

research to date utilising these methodologies, these approaches should continue to be explored 

and potentially trialled in practice. 

However, often, when error rate balance disparities were reduced between the two 

groups, predictive parity disparities were increased. Furthermore, although statistical learning 

methods and processing approaches can aid in increasing cross-cultural fairness, they do not 

solve the original cause of the unfairness. For example, even though processing approaches 

could be used to manufacture equal base rates of recidivism and/or equal prevalence of risk 

factors across Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders, the base rates and prevalence of risk factors still differ between the groups in reality. 

Therefore, statistical learning methods that ameliorate violations of fairness definitions may 

also mask the underlying causes of unfairness, such as social and economic disadvantage, 

which lead to a higher prevalence of a number of risk factors, such as lower education levels, 

employment, and income (Day et al., 2018; Douglas et al., 2017; Hannah-Moffat, 2013; 

Hannah-Moffat & Maurutto, 2010; Harcourt, 2007). Furthermore, as mentioned previously, 
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the complexity of statistical learning methods is also often associated with a loss of 

interpretability (Spivak & Shepherd, 2020), which further poses problems with this approach 

in practice.  

Nevertheless, statistical learning methods do demonstrate promise as a way to create a 

fairer assessment of risk (e.g., Berk, 2019; Skeem & Lowenkamp, 2020; Wadsworth et al., 

2018). Although there is significant and warranted scepticism and concern around statistical 

learning methods with regards to entrenching existing discrimination with data and/or the 

transparency of this approach that poses practical limitations (Kehl et al., 2017; Rudin et al., 

2020), statistical learning methods can be developed with the improvement of cross-cultural 

fairness as a primary aim. As in the case of the present thesis, this can result in a fairer risk 

assessment instrument with a greater capability to differentiate recidivists from non-recidivists 

than what is currently being used.  

7.5.3 Shapley Values for Increasing Interpretability  

As mentioned previously, a common concern and critique surrounding statistical 

learning methods is the lack of transparency of these approaches. Relationships between 

predictors and between predictors and the outcome can be obscured (Breiman, 2001b). The 

present thesis demonstrated that Shapley values can offer a way to increase the interpretability 

of statistical learning methods, thereby increasing the usefulness of statistical learning methods 

in practice. Although Shapley values do not explain the statistical learning method entirely 

(Molnar, 2019), they do provide useful information to the administrators and those being 

assessed of what predictors (in the case of the present thesis, the LS/RNR items) had the largest 

contribution to the difference between their prediction and the average prediction. Beyond just 

using this approach for information for an individual, Shapley values can also be aggregated, 

and the predictor’s importance can be observed across a larger sample of individuals. There is 
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also the potential for Shapley values to be generated at the time of assessment, providing 

necessary information to a clinician around which predictors were the most important for this 

individual’s prediction of recidivism. This could be used as another piece of information to 

help with treatment and/or intervention decisions that could reduce the likelihood of offending 

in the future. 

However, the limitations of Shapley values need to be understood by those both 

developing statistical learning methods and also users of the risk assessment instrument. 

Shapley values are easily misinterpreted and can be seen as quite complex. Therefore, 

additional training may be required if Shapley values are to be used in practice so that they are 

not misconstrued, and the information is used adequately. Furthermore, Shapley values do not 

provide total transparency of a statistical learning method and do not produce a predictive 

model of the statistical learning method (Molnar, 2019). For example, if a predictor variable 

were to increase in value, Shapley values would not be able to provide information on the 

respective increase or decrease in the predicted probability of recidivism. Therefore, this 

approach can only aid in increasing interpretability, but does not provide complete 

transparency. Nevertheless, the ability of Shapley values to aid in creating a more open and 

interpretable, albeit not completely transparent, approach to decision making is also both useful 

and a necessity, especially if decisions made on the basis of a prediction from a statistical 

learning method may impact an individual’s life. 

7.5.4 Importance of Dynamic LS/RNR Items for Clinical Intervention  

The use of Shapley values in the present thesis identified similar LS/RNR items as the 

biggest mean marginal contributors to the prediction of recidivism. Specifically, current drug 

use and current unemployment were consistently in the top five highest mean Shapley values 

for all statistical learning methods examined. Previous research has noted the association 
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between both drug use and unemployment with future offending behaviours (Andrews & 

Bonta, 2010; Baldry et al., 2006; Bennett et al., 2008). Of note, current drug use on average in 

the present thesis was the single biggest contributor to the difference between the average 

prediction and an individual prediction of recidivism across the vast majority of statistical 

learning methods (besides the stochastic gradient boosting for Aboriginal and Torres Strait 

Islanders). Current drug use and current unemployment are potentially useful LS/RNR items 

to have identified as having high Shapley values as they are dynamic items and are therefore 

changeable. Changeable items at the time of assessment may give clinicians an opportunity to 

intervene. For example, prioritising treatment for current drug use and/or helping an individual 

gain employment could help in reducing the future risk of recidivism for this sample. Further, 

there is evidence that addressing dynamic risk factors contributes to a reduction of recidivism 

risk (Bonta, 2002), with research demonstrating that a reduction in drug use and assisting 

individuals in obtaining stable employment specifically can reduce recidivism (Belenko et al., 

2013; Ramakers et al., 2017). 

7.5.5 Trade-Offs are Inherent and Unavoidable  

The present thesis explores numerous trade-offs in the pursuit of fairness that all have 

a number of implications to be considered. The following section will outline the three main 

trade-offs identified in this thesis. 

7.5.5.1 Error Rate Balance vs Predictive Parity. As previously discussed, total 

fairness is unachievable in forensic risk assessment when base rates of recidivism differ (Berk 

et al., 2018). As equal base rates between groups are highly improbable, with particular cultural 

minorities often being found to engage in recidivism at a higher rate (Bonta et al., 1997; Olver, 

2016; Shepherd & Strand, 2016; Wilson & Gutierrez, 2014), a trade-off exists among various 

fairness definitions. Namely, error rate balance and predictive parity have been previously 



262 
 

shown to be unable to be achieved simultaneously (see Chouldechova, 2017). This was also 

demonstrated in the present thesis. Predictive parity disparities between Aboriginal and Torres 

Strait Islanders and non-Aboriginal and Torres Strait Islanders were minimal; however, error 

rate balance discrepancies were more pronounced. Further, there were base rate differences 

between these two groups, with 85.56% of Aboriginal and Torres Strait Islanders engaging in 

recidivism and 76% of non-Aboriginal and Torres Strait Islanders engaging in recidivism. 

When attempts were made to rectify violations of fairness definitions through the use of 

statistical learning methods and processing approaches, error rate balance discrepancies 

between the two groups were lessened; however, predictive parity discrepancies often 

increased.  

The trade-off between these fairness definitions therefore requires thoughtful 

deliberation around which fairness definition may be the most pivotal to satisfy between 

groups. In the case of the findings from this thesis, a high risk classification (or high predicted 

probability of recidivism) for Aboriginal and Torres Strait Islanders and non-Aboriginal and 

Torres Strait Islanders will have a similar proportion of individuals who go on to engage in 

recidivism. However, when looking at the outcomes of recidivism, non-recidivists are more 

likely to be classified as high risk (or have a higher predicted probability of recidivism) if they 

are Aboriginal and Torres Strait Islanders. On the other hand, recidivists are more likely to be 

classified as low risk (or have a lower predicted probability of recidivism) if they are non-

Aboriginal and Torres Strait Islanders. If this disparity was improved, then high risk 

classifications (or higher predicted probabilities) would have more disparate proportions of 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders going on 

to engage in recidivism.  

Therefore, is it more essential to have equal predictive accuracy across groups (i.e., 

predictive parity) and maximise public safety, or to have equal errors in observation across 



263 
 

groups (i.e., error rate balance) and maximise personal liberty? Careful deliberation is required 

to make this decision, which may also differ depending on numerous circumstances such as 

country, jurisdiction, the use of the risk assessment instrument, and recidivism type (e.g., any, 

violent, sexual). Furthermore, policymakers, clinicians, and researchers all need to be aware of 

this trade-off and its potential implications moving forward. If fairness is able to be 

demonstrated on one fairness definition, it is likely that another fairness definition has been 

violated (Chouldechova, 2017; Huq, 2019; Skeem & Lowenkamp, 2020).  

As an alternative, this trade-off could be explored in order to find an acceptable level 

of fairness for both predictive parity and error rate balance. In Empirical Study Two (Chapter 

Five), pre-processing with a support vector machine algorithm reduced large error rate balance 

disparities to have on average a 7.61% difference between Aboriginal and Torres Strait 

Islanders and non-Aboriginal and Torres Strait Islanders on FPR and FNR. Simultaneously, 

predictive parity discrepancies were mildly increased, resulting in an average difference of 

9.01% between groups on PPV and NPV. This could, for example, be seen as an acceptable 

trade-off between these two fairness definitions, with relatively mild disparities between 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders being 

similar for both error rate balance and predictive parity metrics.  

7.5.5.2 Performance vs Fairness of Risk Assessment Instruments. Another trade-off 

that can often arise in the pursuit of fairness is between the performance (i.e., accuracy and/or 

discrimination) and the fairness of a risk assessment instrument (Berk, 2019; Berk et al., 2018). 

For example, pre-processing that alters the data before being used in a statistical learning 

method can result in a loss of useful information and therefore impede on the performance of 

the risk assessment instrument. In the present thesis, although the ability of the LS/RNR to 

distinguish recidivists from non-recidivists (i.e., AUC) increased when using statistical 

learning methods compared to the LS/RNR total risk score, processing approaches occasionally 
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led to a minor reduction in discrimination. Further, the accuracy (as assessed by Brier scores) 

was also often negatively impacted once processing approaches were applied. Again, careful 

deliberation is required to consider the trade-off between a loss in performance and a gain in 

cross-cultural fairness. Is a risk assessment instrument with the highest level of accuracy more 

important than a risk assessment that is cross-culturally fair? However, similar to the trade-off 

between fairness definitions, there may be the potential for an acceptable level of trade-off 

between performance and fairness.  

As an example, in the present thesis, although processing approaches occasionally 

resulted in a minor reduction in performance, the fairness definitions that were the most 

violated between Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait 

Islanders were significantly ameliorated. Further, the gain in the AUC value when using 

statistical learning methods compared to the LS/RNR total risk score meant that after 

processing approaches were applied and the AUC was mildly lowered, the AUC of the 

statistical learning method with processing was still greater than the total risk score of the 

LS/RNR (e.g., the overall AUC for the support vector machine with pre-processing was .68 

and the overall AUC of the LS/RNR total risk score was .64).  

75.5.3 Performance vs Interpretability of Statistical Learning Methods. The use of 

statistical learning methods and processing approaches, like a number of those utilised in the 

present thesis, introduces another trade-off that needs to be considered. This increased 

performance (i.e., discrimination) and cross-cultural fairness found between Aboriginal and 

Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders using statistical learning 

methods often resulted in reduced interpretability of the algorithm. Unlike the LS/RNR, in 

which the contribution of each item to risk factor scores and the overall risk score is explicitly 

understood, when using the LS/RNR items in a statistical learning method, the interpretability 

was often reduced. This has been a common criticism of statistical learning methods, with 
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critics highlighting that an uninterpretable risk assessment instrument can have negative 

consequences (Kehl et al., 2017; Rudin et al., 2020). For example, if risk assessment 

instruments are used to aid decision making, an uninterpretable instrument cannot easily be 

held accountable or understood and therefore scrutinised by the public (Rudin et al., 2020).  

In an attempt to increase the interpretability of statistical learning methods, Shapley 

values were used in the present thesis. Although this approach was useful in identifying the 

largest mean marginal contributors to a recidivism prediction, it did not create a completely 

transparent algorithm, and many other approaches to increasing the interpretability of statistical 

learning methods often come with significant limitations (Rudin, 2019). Therefore, another 

consideration to be deliberated is whether a risk assessment instrument with an increased 

capacity to discriminate between recidivists and non-recidivists and increased cross-cultural 

fairness is more important than a risk assessment instrument that is lower in these performance 

metrics but is more interpretable, accountable, and therefore can be considered more ethical. 

In other words, is it more important to have a better performing risk assessment instrument or 

one in which it is easily understood how the prediction was made?  

7.5.5.4 Publicly Acceptable Trade-Offs? In summary, there are a number of trade-

offs both inherent and unavoidable in the pursuit of cross-cultural fairness in forensic risk 

assessment. Each of these trade-offs needs to be understood moving forward and factored into 

the development of risk assessment instruments, especially when fairness and/or the use of 

statistical learning methods is involved. Further, policymakers and stakeholders need to 

carefully deliberate each side of these respective trade-offs and decide which is the most pivotal 

to prioritise, or alternatively, what a publicly acceptable trade-off might look like.  

For example, and as demonstrated in the present thesis, for the trade-off between 

fairness definitions, perhaps similar minor violations of both error rate balance and predictive 
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parity can be acceptable. Further, the trade-off between performance and fairness could be 

accepted if only a minor loss in performance was met with a notable increase in fairness 

between groups. Or, alternatively, an increase in fairness and certain performance metrics (e.g., 

discrimination indices) when compared to the original risk assessment instrument. Finally, if 

all items within the instrument are known (e.g., using the LS/RNR items) and post-hoc 

approaches like Shapley values provide a degree of insight into item importance, an opaque 

risk assessment instrument with better discrimination and cross-cultural fairness may be 

acceptable when compared to a transparent risk assessment instrument with lower cross-

cultural fairness. 

7.6 Limitations 

The current section will discuss a number of the limitations of the present thesis, 

including both sample and methodological limitations. A number of these limitations have been 

previously raised within the empirical studies. However, this section will provide an overview 

of the limitations that may have influenced the findings of the present thesis.  

7.6.1 Study Sample 

The study sample in the present thesis posed a number of limitations. First, there was 

not enough information provided to effectively construct distinctive or representative cultural 

groups. Therefore, only two groups were able to be established. Those who identified as either 

Aboriginal and/or Torres Strait Islanders and those who did not (i.e., non-Aboriginal and Torres 

Strait Islanders). Australia is a multi-cultural society that has a large number of individuals 

born overseas (Australian Bureau of Statistics, 2020a). Previous research in Australia has 

therefore often divided cross-cultural research into three groups; Aboriginal and Torres Strait 

Islanders, those from an English speaking background (ESB); and those who are culturally and 

linguistically diverse (CALD; e.g., Shepherd et al., 2015; Shepherd & Strand, 2016). Different 
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pieces of information can be used to establish CALD groups, including the individual’s country 

of birth and primary language spoken. However, in the non-Aboriginal and Torres Strait 

Islander group, the majority of the individuals identified Australia as their country of birth 

(83%) and all stated that English was their primary language. Previous research that has been 

able to distinguish between an ESB and a CALD group has often noted differences in risk 

assessment performance between the ESB and CALD groups (Shepherd, Luebbers, et al., 2014; 

Shepherd et al., 2015; Shepherd & Strand, 2016; Thompson & McGrath, 2012), something 

which was unable to be determined in the present thesis. The non-Aboriginal and Torres Strait 

Islander group therefore do not reflect the cultural heterogeneity that exists within Australia.  

Second, the Aboriginal and Torres Strait Islander group were also not representative. 

Aboriginal and Torres Strait Islanders do not constitute a homogenous group, with Aboriginal 

and Torres Strait Islanders actually comprising hundreds of various language groups, clans, 

and tribes (Australian Institute of Health and Welfare, 2020). However, sufficient information 

was not available in order to establish more representative groups. It is also worth noting that 

Aboriginal and Torres Strait Islanders were also oversampled in the present thesis to enable 

comparisons between groups, comprising 47.37% of the total sample when they only comprise 

approximately 9% of the adult Victorian prison population (Australian Bureau of Statistics, 

2018a).  

Third, the sample was potentially high risk in nature, with all individuals having been 

previously incarcerated for a serious violent offence as outlined in schedule 1 (clause 3) of the 

Sentencing Act 1991 (Vic). This was also demonstrated by a large proportion of the sample 

classified as high or very high risk (84.21%) and also the majority of the sample engaged in 

recidivism (80.56%) by the end of the follow up period. This further highlights that the sample 

in the present thesis is not reflective of the general prison population, nor is it reflective of the 

general population that is on a community corrections order or parole order.  
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A potential reason for the high risk nature of the sample is the assessment protocols 

undertaken by Corrections Victoria. As mentioned within the methodology, the assessment 

protocol to assess the general risk of recidivism has two stages. The first involves an initial 

classification process using LSI-R: SV that occurs upon reception into prison. Individuals who 

are assessed as having a low risk of general recidivism do not receive any further assessment. 

The second stage involves those who have a sentence of six months or more and who were 

assessed with either a medium or high risk of general recidivism on the LSI-R: SV. These 

individuals go on to receive a more comprehensive assessment of risk by being assessed with 

the full LS/RNR. This is initially completed within six weeks of being assessed with the LSI-

R: SV, and individuals can go on to be reassessed with the LS/RNR throughout their 

incarceration or once released into the community. As only those who initially received an 

assessment of at least medium risk of recidivism on the LSR-R: SV are assessed with the 

LS/RNR, this aids in explaining the high proportion of the current sample that was classified 

as high risk.  

Fourth, the sample size in the present thesis was small, especially for a number of the 

analyses conducted. Specifically, statistical learning methods perform best when there is a 

significantly large sample size. Although k-fold classification was used as a way to account for 

the small sample size, empirical studies two and three (Chapters Five and Six) demonstrated 

large variations in the reported metrics (e.g., AUC, Brier scores) across the 10 folds. More 

accurate estimates would have been achieved with a larger sample size. Further, AUC with 

small samples can result in large inaccuracies and has therefore been cautioned against with 

sample sizes less than 200 (Hanczar et al., 2010). The size of the sample within the folds in 

empirical studies two and three (Chapters Five and Six) was often significantly smaller than 

this.  
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Fifth, there were not enough females in the sample to examine the cross-cultural 

fairness of the LS/RNR for this group. The original sample had only 72 (15.93%) females who 

were ultimately removed to have a clearer sample for analyses. Overall, these issues reflect 

that the present sample is not representative of the general prison population and the results 

may not be generalizable beyond male Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders who were previously incarcerated for a serious violent 

offence.  

7.6.2 Time of Assessment 

Another potentially limiting aspect of the study is that the individuals in the sample 

were assessed with the LS/RNR at different times. The majority of the sample was assessed 

while incarcerated (60.79%), while the remaining sample was assessed while at risk in the 

community, either on a community corrections order or parole order (39.21%). To overcome 

these differences, the present thesis looked at time at risk to the community (i.e., removing 

days of incarceration) for survival analysis. However, this then ignored those who engaged in 

recidivism during a period of incarceration. There was a small portion of the sample who were 

found to engage in recidivism while incarcerated (n = 16, 4.21%), of whom the majority also 

engaged in recidivism while at risk to the community. Only two individuals (0.53%) who were 

deemed recidivists while incarcerated did not also engage in recidivism while in the 

community. These individuals were labelled as non-recidivists for the present thesis.  

Further, for those who were assessed while incarcerated, there was variation in the time 

between being assessed by the LS/RNR and their release from prison. Although the most recent 

LS/RNR completion before being released was chosen for those who were assessed while 

incarcerated, the days from LS/RNR completion to release from prison ranged from 1 day to 

903 days (M = 194.45 days, SD = 179.49, median = 153 days). This potentially poses a problem 
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as the LS/RNR contains a number of dynamic items that may have changed by the time the 

individual was deemed at risk to the community (i.e., released from prison). However, when 

examining to see if there was a relationship between the days from LS/RNR completion to 

release from prison and recidivism, no statistically significant relationship was found (p > .05).  

7.6.3 Cut-off Thresholds 

Cut-off thresholds are required in order to calculate a number of the fairness definitions 

examined in the present thesis. Specifically, error rate balance and predictive parity require a 

threshold to establish those who are high risk (or predicted to engage in recidivism) and those 

who are low risk (or not predicted to engage in recidivism) in order to be calculated. Limitations 

around the use of cut-off thresholds were raised within the literature review and have also been 

demonstrated in recent research (Zottola et al., 2021). Differing cut-off thresholds lead to 

different results due to the proportions being classified as high and low risk changing. To 

overcome this, Empirical Study One (Chapter Four) reported on error rate balance and 

predictive parity metrics over all possible cut-off thresholds (i.e., all possible LS/RNR total 

risk scores). However, Empirical Studies Two and Three (Chapters Five and Six) relied on a 

single cut-off threshold. Due to the number of statistical learning methods trialled, a single cut-

off threshold was used for ease of reporting.  

As highlighted previously, if a different cut-off threshold had been used within these 

empirical studies, different fairness metrics would have been reported. Further, there is no 

agreed upon way to determine the best cut-off threshold and the method chosen for this thesis, 

the cut-off that was closest to 0, 1 in the ROC space, might not reflect the best cut-off threshold 

for another study examining fairness. This also does not reflect how a risk assessment 

instrument would be used in practice, with two or more cut-offs being used to develop multiple 

risk classifications. In the case of the LS/RNR, this instrument has five different risk 



271 
 

classifications dependent on multiple risk score thresholds. The results of this thesis, 

specifically those from empirical studies two and three, are therefore limited by the use of a 

single cut-off threshold and would differ if a variation of cut-offs were utilised.  

7.6.4 Charges as Recidivism  

Recidivism was defined in the current thesis as future contact with the police that results 

in a formal police charge. Although police records are frequently used as a measure of 

recidivism, they have the potential to overestimate recidivism when compared to other 

common measures of offending behaviour, such as convictions, as not all police charges will 

result in a conviction. (Payne, 2007). Ultimately, there can be no perfect or precise 

measurement of recidivism. Despite the use of police charges in the current thesis, this outcome 

measure only includes criminal behaviours that were either reported to or identified by police, 

making it impossible to assess the actual recidivism that has occurred.  

Another possible issue with the use of police charges as recidivism is the potential for 

biased policing practices to result in an outcome that is already biased towards either 

Aboriginal and Torres Strait Islanders or non-Aboriginal and Torres Strait Islanders. However, 

this is an issue that is likely to be faced regardless of which measurement is used to assess 

recidivism, with bias towards a specific cultural group being able to occur at any stage of the 

criminal justice process.  

7.7 Future Research  

Overall, it would be beneficial for future research to continue exploring the cross-

cultural fairness of forensic risk assessment instruments and aim to explore approaches that 

may increase fairness across groups. Initially, research should aim to replicate the approach of 

the present thesis on larger and more representative samples with distinct cultural groups and 

females. A larger sample size will help produce more accurate estimates when using statistical 
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learning methods and processing approaches to increase the discrimination and cross-cultural 

fairness of risk assessment instruments. Furthermore, a more representative sample will help 

with clarifying the generalisability of the findings from the present thesis.  

When exploring the cross-cultural fairness and/or utility of risk assessment instruments, 

research moving forward should ensure that the AUC is not the sole measure being used to 

indicate fairness or equivalent performance between groups. The present thesis was able to 

demonstrate comparable AUC between Aboriginal and Torres Strait Islanders and non-

Aboriginal and Torres Strait Islanders. However, notable violations of the xAUC and fairness 

definitions were also found simultaneously. Future research should therefore continue to 

explore various fairness definitions and also the xAUC alongside the traditional AUC to get a 

better understanding of the performance and fairness across groups and where differences exist. 

Further, when examining fairness definitions that require a cut-off to be computed, specifically 

error rate balance and predictive parity, these should be examined across all possible cut-offs 

to ensure a better understanding of the level of fairness across all possible thresholds.  

More work is also needed to explore the inherent trade-offs that exist within the pursuit 

of cross-culturally fair forensic risk assessment instruments. Exploring the trade-offs between 

fairness definitions, fairness and instrument performance, and performance and transparency 

will all be useful in gaining an understanding of the best possible acceptable trade-offs that can 

be achieved. Further, having these trade-offs and their consequences explicitly demonstrated 

will aid policymakers in determining which side of each trade-off may be the most applicable 

for them to satisfy.  

Future research should examine other forms of processing approaches that may be 

beneficial in increasing fairness. The present thesis examined one pre-processing approach and 

one post-processing approach; however, there are numerous other processing approaches that 
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have been developed within the computer science discipline that could be utilised. For 

example, utilising a pre-processing approach that could equal out rates of recidivism between 

groups (see Berk, 2019) could aid in overcoming the issue of base rates causing multiple forms 

of fairness to be unable to be satisfied simultaneously. However, research that uses statistical 

learning methods and processing approaches should also aim to increase the interpretability of 

these algorithms. Explicit information should be provided around the items used within the 

algorithm, as well as any information around which items were the biggest contributors to the 

predicted outcome.  

This could involve calculating Shapley values or local interpretable model-agnostic 

explanations (LIME) in order to ensure that there is some level of understanding of the 

relationship between predictors and the predicted outcome or of the important predictors in the 

algorithm. Research should also explore if clinical intervention to improve important dynamic 

items (e.g., current drug use and current unemployment) is beneficial in reducing recidivism.  

Transparent approaches (e.g., logistic regression) should also always be explored 

alongside more complex statistical learning methods, as often they can produce useful 

algorithms that have higher levels of discrimination and fairness between groups. If a 

transparent statistical learning method with similar levels of performance to an opaque 

statistical learning method can be developed, this should always be prioritised to ensure 

accountability and the capacity for public scrutiny. Having transparency enables another form 

of fairness to be satisfied, with the public (e.g., defendants) being given the opportunity to 

understand and scrutinise the data that was used and how that data was used to reach a risk 

estimate (Rudin et al., 2020). If not, significant effort should be made to increase the 

interpretability of more opaque statistical learning methods.  
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7.8 Conclusion  

The empirical studies within this thesis contributed to the literature in a number of 

ways. First, this thesis synthesised research from various disciplines, including computer 

science and statistics and the forensic psychology discipline, to establish an understanding of 

what constitutes fairness in relation to forensic risk assessment and how this can be explored 

and potentially increased across groups. Second, it contributed to the limited literature that 

explores the cross-cultural fairness of forensic risk assessment instruments, specifically beyond 

AUC comparisons between groups. Third, it contributed to the small number of studies that 

have explored statistical learning methods as an approach to increasing the cross-cultural 

fairness of risk assessment instruments. To the author’s knowledge, this is the first significant 

empirical investigation into the cross-cultural fairness of forensic risk assessment with an adult 

Australian sample, and one of the few that exist internationally that has explored numerous 

fairness definitions and attempted to mitigate violations of fairness definitions.  

Overall, the present thesis aided in advancing approaches to cross-culturally fair 

forensic risk assessment. It provided an understanding of what fairness is, how fairness can be 

assessed, and how fairness can potentially be increased between groups. Although this thesis 

demonstrated positive findings in regard to increasing cross-cultural fairness among Aboriginal 

and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders, it did not solve the 

causes of unfairness. However, it did demonstrate that using existing risk assessment 

instrument items within statistical learning methods can result in greater fairness between 

Aboriginal and Torres Strait Islanders and non-Aboriginal and Torres Strait Islanders than what 

is currently in practice.  
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